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Abstract 
In statistical modeling, it is crucial to have consistent variables that are most relevant to the 
outcome variable(s) of interest in the model. With the increasing richness of data from 
multiple sources, the size of the pool of potential variables is escalating. Some variables, 
however, could provide redundant information, add noise to the estimation, or waste the 
degree of freedom in the model. Therefore, variable selection is needed as a parsimonious 
process that aims to identify a minimal set of predictors for maximum predictive power. 
This study illustrates the variable selection methods considered and used in the small area 
estimation (SAE) modeling of measures related to the proficiency of adult competency, 
constructed using survey data collected in the first cycle of PIAAC. The developed variable 
selection process consists of two phases: Phase 1 identifies a small set of variables that are 
consistently highly correlated with the outcomes through methods such as correlation 
matrix and multivariate LASSO analysis; Phase 2 utilizes a k-fold cross-validation process 
to select a final set of variables to be used in the final SAE models. 
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1. Introduction 

Direct estimates based on survey data alone may not be suitable as reliable statistics for 
small areas (areas defined by geographies or socio-economic groups for which the survey 
realized sample sizes are as small as zero; i.e., counties, census tracts), to help with 
formulating policies or programs specific for each small area. In contrast, indirect 
estimation methods present benefits for small area estimation (SAE), especially when 
models and richness of auxiliary information are investigated (Rao and Molina, 2015). 
Model-based SAE techniques have been widely adopted by federal statistical agencies, 
including the Census Bureau’s Small Area Income and Poverty Estimates program 
(SAIPE1), the Census Bureau’s Small Area Health Insurance Estimates program (SAHIE2), 
and the Substance Abuse and Mental Health Services Administration’s NSDUH program 
(SAMHSA3).  
 
In general, a preferred SAE model would be one that is complex enough to explain relations 
in the data and provide accurate prediction, but also simple enough to be understood and 
explainable/interpretable. One of the key processes to achieving such satisfying model is 
                                                      
1 https://www.census.gov/programs-surveys/saipe/technical-documentation/methodology.html 
2 https://www.census.gov/programs-surveys/sahie.html 
3 https://www.datafiles.samhsa.gov/study-series/national-survey-drug-use-and-health-nsduh-

nid13517 
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to carefully select the set of dependent variables to use in the model. With the increase in 
auxiliary information available from multiple data sources nowadays, a much larger pool 
of potential variable exists compared with decades ago, when the pioneer work in model-
based small area estimation was developed (i.e., Fay and Herriot, 1979, and Battese, Harter, 
and Fuller, 1988). Similar variables from various sources could provide redundant 
information and cause multi-collinearity issues if used in the same model. Too many 
variables could also result in computational burden, especially when working with a large 
dataset and complex models. In addition, unnecessary predictors would add noise to the 
estimation of interest and waste the degrees of freedom. On the other hand, including too 
few variables in the model could lead to ignorance of important relationships, decrease in 
the model goodness of fit, and decrease in the accuracy of model predictions.  
 
Practically, traditional variable selection methods which are commonly applied in linear 
and generalized linear models include: (1) significance criteria: likelihood ratio test (or 
Wald test), and stepwise (forward or backward) variable selection algorithms; 
(2) information criteria: Akaike information criterion (AIC) and Bayesian information 
criterion (BIC); (3) regularization criteria: least angle selection and shrinkage operator 
(LASSO) (Tibshirani, 1997); (4) association criteria: decision trees, random forests 
(Breiman et al., 1984); (5) cross-validation criteria (Shao, 1993); and (6) expert-knowledge 
criteria. These methods are directly applicable to the SAE models, where variable selection 
is considered as one of the major problems due to unobservable random effects with limited 
or no information on their distribution (Pfeffermann, 2013). Variable selection methods 
that are usually applied in the field of SAE include information criteria (Pfeffermann, 2013; 
Van den Brakel & Buelens, 2014; Erciulescu, Berg, et al., 2019; Cai et al., 2020), and 
regularization and regression trees (Erciulescu & Opsomer, 2019). There is, however, no 
single universally applicable variable selection method that fits all SAE models, especially 
due to the wide range of complexity in SAE models. There is also a lack of practical 
guidance on how to conduct variable selection in the SAE model development process. In 
this manuscript, we describe the variable selection process adopted for the National Center 
for Education Statistics’ (NCES’s) Program for the International Assessment of Adult 
Competencies (PIAAC) of the U.S. The goal was to identify and select the best set of 
dependent variables to be used in the SAE models developed for estimating adult 
competency outcomes. Section 2 provides the background of PIAAC, and Section 3 lays 
out the variable selection methods. The results are presented in Section 4 and a discussion 
is given in Section 5.  
 

2. Background 

2.1 PIAAC 
The Program for the International Assessment of Adult Competencies (PIAAC) is a 
multicycle survey of adult skills and competencies sponsored by the Organization for 
Economic Cooperation and Development (OECD). The survey examines a range of basic 
skills in the information age and assesses these adult skills consistently across participating 
countries. In the United States, three rounds of data were collected. The round 1 data were 
collected in year 2011-2012. In round 2, a supplemental sample was drawn to enhance the 
round 1 sample (Hogan et al., 2016). The combined PIAAC 2012/2014 sample is nationally 
representative of the U.S. adult population 16-74 years old. The round 3 data were collected 
in year 2017-2018 with two core objectives: 1) produce a nationally representative sample 
of the U.S. adult population 16-74 years old; and 2) arrive at a large enough sample size 
that, when combined with the 2012/2014 sample, can produce small area estimates for the 
United States’ counties. In each year, a four-stage stratified area probability sample was 
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selected. In stage 1, Primary Sampling Units (PSUs) were selected, consisting of counties 
or groups of contiguous counties. In stage 2, secondary sampling units (SSUs) were 
selected, consisting of Decennial Census blocks or block groups. In stage 3, dwelling units 
(DUs) were selected. In stage 4, a sampling algorithm was implemented to select one or 
more sample persons among those identified to be eligible.  
 
PIAAC is the sixth of a series of adult skills surveys, sponsored by NCES, which have been 
implemented in the United States. In 2009, the NCES published SAE model-dependent 
estimates for states and counties using the National Adult Literacy Survey (NALS) in 1992 
and the National Assessment of Adult Literacy (NAAL) survey in 2003. The proficiency 
assessment instruments and scales used in NAAL and NALS are different from those used 
in PIAAC, and thus the small area estimates for counties and states from NAAL and NALS 
are not comparable with the corresponding estimates from PIAAC. 
 
For the 2012/2014/2017 sample, there is a total of 185 unique counties with one or more 
completed cases from the three rounds of surveys. Among them, there are four counties 
with less than five completed cases and 43 counties with more than 100 completed cases 
(see Table 1). The SAE models are developed using the direct survey estimates constructed 
for these 185 counties. Model-based predictions will be made for all the 3,142 U.S. 
counties. 
 

Table 1: Number of completed cases per county: 2012/2014/2017 

Number of completed cases Number of counties 
Less than 5 4 
5 to 10 14 
11 to 20 10 
21 to 50 58 
51 to 100 56 
101 or more 43 
Total 185 

 
2.2 Proficiency Measures in PIAAC 
PIAAC assessed three domains of cognitive skill: 1) Literacy; 2) Numeracy; and 3) 
Problem solving in a technology-rich environment. The SAE analysis focused on the first 
two domains (Literacy and Numeracy). Within each domain, county- and state-level survey 
direct estimates of adult proficiency were produced for the proportion at or below Level 1, 
the proportion above Level 1 and below Level 3 (referred to as “proportion at Level 2”), 
proportion at Level 3 and above, and the average, resulting in eight outcome measures for 
each state and county (see Table 2). Adjustments have been applied to the survey direct 
estimates to improve stability, based on a survey regression estimation (SRE) method 
(Särndal and Hidiroglou, 1989) and a variance smoothing method through generalized 
variance functions (Wolter, 2007). As a consequence of SRE, one of the 185 counties is 
found to have negative estimate for literacy proportion at or below Level 1, and thus is 
excluded from the SAE modeling. 
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Table 2: Proficiency Domain and Measures 

 
2.3 PIAAC SAE Models 
With careful literature review and discussion with experts, progression of the previous 
research and simulation studies have led to the development of an area-level bivariate 
Hierarchical Bayes linear three-fold model for proportions, and an area-level univariate 
Hierarchical Bayes linear three-fold model for averages. Specifically, in the proportion 
model, two proportions (at or below Level 1, and at or above Level 3) are modeled jointly, 
and the third proportion (at Level 2) is derived by subtracting the proportions of the other 
two levels from one; while in the average model, only one outcome (average scores) is 
used. One motivation of modeling two proportions jointly instead of separately is the fact 
that they are correlated and a joint SAE model would borrow strength from that 
relationship. The SAE models account for random effects at three nested levels: county, 
state and census division. The benefits of the three-fold modeling are that 1) benchmarking 
the estimates may not be necessary as estimates are controlled through the random effects 
(a consensus among the U.S. PIAAC International SAE Experts), 2) estimates for states 
without samples will not be fully synthetic because all census divisions have PIAAC 
sample, and 3) the precision of the estimates would be further improved by borrowing 
strength across counties nested within states, as well as states nested within census 
divisions. 
 
The PIAAC SAE models employ the traditional SAE structure, including a sampling model 
and a linking model, using matrix form notation to account for multiple domains, as 
follows: 
 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 ∼ 𝑁𝑁(𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 ,𝛴𝛴𝑖𝑖𝑖𝑖𝑖𝑖)
𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖′ 𝛽𝛽 + 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑣𝑣𝑖𝑖𝑖𝑖 + 𝑑𝑑𝑖𝑖,

 

 
where 𝑖𝑖 is an index for the division, 𝑗𝑗 is an index for the state, and 𝑘𝑘 is an index for the 
county. In the proportions model, 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 is a normally4 distributed bivariate vector of survey 
regression estimates for proportions at or below Level 1 and at or above Level 3, with mean 
𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖  and estimated variance-covariance matrix  𝛴𝛴𝑖𝑖𝑖𝑖𝑖𝑖 . In the average model, 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖  is the 
average score at the county level, normally distributed with mean 𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖  and estimated 
variance 𝛴𝛴𝑖𝑖𝑖𝑖𝑖𝑖. The covariates are denoted by 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖 , the regression coefficients are denoted 

                                                      
4 Although the proportions are strictly between 0 and 1, their distributions can be approximated by 

normal distributions since 𝛴𝛴𝑖𝑖𝑖𝑖𝑖𝑖 are small and 𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖  are rarely close to 0 and 1. Model predictions 
falling outside the [0,1] interval are truncated at 0 and 1, as applicable. 

Proficiency domain Proficiency measure 
Literacy Average score 

Proportion at or below Level 1 
Proportion at Level 2 
Proportion at or above Level 3 

Numeracy  Average score 
Proportion at or below Level 1 
Proportion at Level 2 
Proportion at or above Level 3 
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by 𝛽𝛽, and 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑣𝑣𝑖𝑖𝑖𝑖, 𝑑𝑑𝑖𝑖 are the county-level, state-level, and division-level random effects, 
respectively.  
 
In total, four SAE models will be fit: literacy proportion model, literacy average model, 
numeracy proportion model, and numeracy average model. The same set of variables (same 
model matrix 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖) will be selected for the four models because these outcomes are highly 
correlated, and having the same set of covariates would ease the explanation.  
 

3. Methods 

In order to conduct the variable selection process, we have to first access to predictor 
variables that are measured consistently across all counties and that are highly correlated 
with adult proficiency. The variable selection process will narrow down the variables to a 
reasonable smaller set so the final model can be developed based on this reduced set of 
variables. Section 3.1 provides information on the potential effective variables that are 
measured consistently across all counties and states. The county- and state-level sources 
from which the potential variables are selected are given in Section 3.2. Section 3.3 
describes the variable selection process, including two phases (as shown in Figure 1): phase 
1 reduces the state and county level variables identified in Section 3.1 to a smaller set, and 
phase 2, based on the results of phase 1, uses a k-fold cross-validation process (Fushiki, 
2011) to arrive at the final set of variables for the SAE models. 
 

 

Figure 1: Variable selection process diagram 
 
The same set of variables will be selected for ease of explanation and used in all four SAE 
models for literacy and numeracy proportions and averages. For example, if a variable was 
not selected for the literacy proportion model, we may still want to include it in the final 
set as it might be selected for the literacy averages model. 
 
3.1 Identifying County and State Variables 
Reliable data sources and variables that are potentially related to adult proficiency levels 
were initially identified. As a result, more than 70 county-level variables across five major 
variable types were obtained as potential predictors from eight data sources (see details in 
Section 3.2). The major county-level variable types include variables related to 
demographic characteristics (i.e., race/ethnicity, age, gender, marital status), 
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socioeconomic status (i.e., poverty, income, employment status, occupation), education 
(i.e., education, English-speaking ability), location (i.e., urbanicity, census division), 
immigration status (i.e., length of stay for foreign-born people, migration), and other (i.e., 
journey to work, housing unit tenure/phone service, plumbing facilities, health, tax). In 
addition, the PSU selection probability was also initially included as a potential county-
level variable to account for the informative sampling design. 
 
In addition to county-level variables, a set of state-level variables was identified to provide 
additional information related to adult competency, including 24 potential state-level 
predictors across different variable types from several major data sources (see details in 
Section 3.2). The major state-level variable types included socioeconomic status (i.e., 
average annual pay, homeownership rate); education (i.e., school enrollment rate, 
graduation rate, test pass rate, reading/math composite scores); and other area 
characteristics (i.e., birth rate, fertility rate, infant mortality rate, crime rate, physician 
availability, federal aid, energy consumption). A listing of all county- and state-level 
variables considered for modeling is given in the appendix. The listing is sorted by major 
variable type, and provides details about the source, year, and level (county level or state 
level) of each variable. 
 
These variable types were chosen because they were found to be related to the adult 
proficiency skills in previous studies (Rampey et al., 2016; Goodman et al., 2013; Kirsch 
et al., 2002; Greenberg et al., 2001; Coley, 1996) and were available for all the counties in 
our sample. To ensure that values of variables are most relevant to the PIAAC study, we 
obtained variables collected within the time frame of the PIAAC study. If the variable value 
was based on a single year of data, we used values from 2015 whenever possible (2015 is 
the middle time point of the PIAAC study), and if not, the most recent data were used. If 
the variable was from multiple years, we used years closest to the PIAAC study years (i.e., 
2013–2017). Sometimes the same variables were selected from multiple data sources. For 
example, there were two county-level median household income variables selected: one 
from the American Community Survey (ACS) dataset and the other from the U.S. Census 
Bureau’s SAIPE dataset5. Different datasets usually have different sample designs and 
could incur various sampling and nonsampling error (Vaish, 2017). Therefore, we gathered 
variables from multiple readily available sources and attempted to find the most precise 
and most suitable variables to model adult competency. 
 
3.2 Initial Set of Selected County and State Variable Sources 
The selected data sources have reliable data publicly available for all counties (or all states) 
and usually publish the updated data regularly (i.e., annually). The following subsections 
provide brief descriptions of the data sources and the variables chosen from each source. 
We begin with sources for county-level variables. More details about the variables are 
given in the appendix (see Tables A.1 and A.2). 
 
3.2.1 Initial Set of Selected Sources for County-Level Variables 
Census Bureau’s ACS. The Census Bureau’s ACS is an ongoing survey that provides up-
to-date estimates for a wide range of topics including socioeconomic, demographic and 
housing characteristics of the U.S. population. The 5-year estimates (2013–2017) represent 
data collected over 5 years for all geographies down to the block-group level (over 578,000 
geographic areas). The PIAAC variable pool from ACS includes number of families in 
                                                      
5 Available at: https://www.census.gov/programs-surveys/saipe/technical-

documentation/methodology/counties-states/county-level.html. 
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poverty, median household income, population sizes with different education levels, 
population sizes with English-speaking ability, population in rural/urban areas, 
race/ethnicity, length of stay for foreign-born people, age categories, gender, employment 
status, occupation, census division, housing unit tenure, phone service, plumbing facilities, 
marital status, and migration status. 
 
Census Bureau’s SAIPE Program. The Census Bureau, with support from other Federal 
agencies, has created the SAIPE program to provide current small area estimates of 
selected income and poverty statistics. The PIAAC variable pool from SAIPE includes 
proportion of families in poverty, and median household income. 
 
Bureau of Economic Analysis (BEA). The BEA prepares estimates of personal income 
for local areas (counties, metropolitan areas, and the BEA economic areas). The PIAAC 
variable pool from BEA includes personal income. 
 
U.S. Department of Agriculture (USDA). The USDA Economic Research Service 
provides codes that classify each county according to metro and non-metro classifications. 
The 2013 Rural-Urban Continuum Codes form a classification scheme that distinguishes 
metropolitan counties by the population size of their metro area, and nonmetropolitan 
counties by degree of urbanization and adjacency to a metro area. The official Office of 
Management and Budget (OMB) metro and non-metro categories have been subdivided 
into three metro and six non-metro categories. Each U.S. county is assigned one of the nine 
codes. The PIAAC variable pool from USDA includes proportions of metro/nonmetro 
counties. 
 
Bureau of Labor Statistics (BLS). The Local Area Unemployment Statistics (LAUS) 
program produces monthly and annual employment, unemployment, and labor force data 
for census regions and divisions, states, counties, metropolitan areas, and some cities, by 
place of residence. The PIAAC variable pool from BLS includes the unemployment rate. 
 
Centers for Disease Control and Prevention’s Division of Diabetes Translation 
(DDT). The CDC collects and provides updated statistics about diabetes in the United 
States through the U.S. diabetes surveillance system. The PIAAC variable pool from DDT 
includes proportions of diagnosed diabetes and obesity. 
 
Centers for Medicare & Medicaid Services (CMS). The CMS developed a geographic 
variation public use file about the utilization and quality of health care services for the 
Medicare fee-for-service population. The PIAAC variable pool from CMS includes the 
proportion of population eligible for Medicaid. 
 
The Statistics of Income Data (SOI). SOI bases its county income data on the addresses 
reported on the individual income tax returns filed with the Internal Revenue Service. The 
PIAAC variable pool from SOI includes the number of tax returns, returns with 
unemployment compensation, and returns with taxable Social Security benefits, as well as 
adjusted gross personal income, personal unemployment compensation amount, and 
personal taxable Social Security benefit amount. 
 
3.2.2 Initial Set of Selected Sources for State-Level Variables 
In addition to county-level variables, a set of state-level variables is also selected to provide 
additional information not covered by county-level variables. Several variable sources 
were considered at the state level, as described below. 
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Bureau of Labor Statistics (BLS). Besides the BLS LAUS program mentioned above, 
state-level data were considered from the Current Employment Statistics Program, which 
surveys more than 160,000 businesses and government agencies each month. The 
Employment and Wages annual averages were also included in the selection process. The 
PIAAC variable pool from the BLS includes average personal annual income. 
 
Adult Education Data (OCTAE). The Office of Career, Technical, and Adult Education 
(OCTAE) collects data on adult education program enrollments from each state. Data for 
2014–2015 from the National Reporting System (NRS) for Adult Education and Literacy 
was considered for the small area models. The PIAAC variable pools from the OCTAE are 
adult basic/secondary education enrollment and English as a Second Language enrollment. 
 
The Integrated Postsecondary Education Data System (IPEDS). This NCES program 
collects data through a system of surveys from primary providers of postsecondary 
education. The PIAAC variable pool from the IPEDS includes the graduation rate, 
instructor salary, average financial aid, and annual college cost. 
 
National Assessment of Educational Progress (NAEP). The NAEP survey is the largest 
nationally representative and continuing assessment of what our nation’s students know 
and can do in various subject areas. Assessments are conducted periodically in 
mathematics, reading, science, writing, the arts, civics, economics, geography, U.S. 
history, and technology and engineering literacy based on representative samples of 
students at grades 4, 8, and 12 for the main assessments. The PIAAC variable pool from 
NAEP includes average 4th- and 8th-grade reading/mathematics composite scale scores, 
while grade 12 data are not available at the state level. 
 
Other Census Bureau Programs. Besides the ACS, other state demographic data from 
the Census Bureau were collected from Population Estimates and from data on housing 
vacancies and home ownership from the Housing Vacancy Survey. 
 
Other Sources. State-level data from other sources were obtained, including National 
Highway Safety Traffic Administration’s Traffic Safety Facts, National Center for Health 
Statistics’ Vital Statistics of the United States, the American Medical Association’s 
Physician Characteristics and Distribution in the U.S., the Federal Bureau of 
Investigation’s Crime in the United States, the Energy Information Administration’s State 
Energy Data Report, the GED Testing Service’s Annual Statistical Report on the GED 
Test, and the Centers for Disease Control and Prevention’s National Vital Statistics 
Reports. 
 
3.3 Variable Selection Process 
A key step in model development involves selecting a smaller set of variables from a large 
pool of potential variables. As mentioned above, for PIAAC SAE, more than 70 variables 
in the county-level and more than 20 variables in the state-level variable pool are identified 
as potential variables. The proposed two-phase process would facilitate researchers to 
achieve a smaller but reasonable set of variables from a large variable pool. 
 
In the first phase of the selection process, all the county- and state-level variables are 
considered as fixed effects and the number of variables is reduced. The variable reduction 
phase implements: 1) data preparation, including redundancy check, outlier detection, 
transformation application, and correlation matrix calculation; and 2) variable pool 
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reduction; specifically, multivariate LASSO is used to select variables for the proportion 
models, and univariate LASSO is used for the average models. This phase results in several 
potential reduced sets of variables. In the second phase of the selection process, the reduced 
sets of variables from phase 1 are evaluated using a cross-validation process, adding the 
random effects to arrive at the final list of variables. This final list of variables is used in 
modeling all the four SAE models (i.e., literacy/numeracy proportion/average models). 
Details are provided below.  
 
3.3.1 Phase 1 – Variable Reduction 
This section describes the variable reduction process in phase 1, with two major steps: 
(1) data preparation and (2) variable pool reduction. 
 
Step 1. In the variable selection process, appropriate data preparation is needed before any 
variable selection algorithm kicks in. In the data preparation step, four data check processes 
are proposed to ensure the data are well prepared. First, the variables need to be carefully 
evaluated for redundancy. In this step, if two variables are found to be redundant, one will 
be dropped based on level of availability or multicollinearity issues. After examining 
redundancy, we want to identify outliers and influential cases by checking the distributions 
of the variables as well as the outcomes. Outliers and influential cases could have great 
impact in the variable selection, especially when the sample size is small. In addition to 
outlier detection, the skewness and kurtosis of each variable will be checked, and plots can 
be created to evaluate whether transformation is needed. Common transformation methods 
include standardization, reciprocal, logarithm, square root, squaring or taking nth power, 
and categorization/dichotomization, etc. Finally, a correlation matrix among the variables 
themselves as well as with the outcomes will be created to identify possible 
multicollinearity among variables. Variables with high correlations (i.e., 0.7 or 0.8, 
depending on the data) with another variable are identified as a “highly correlated” pair, 
and one variable from each pair will be eliminated from the variable pool based on its 
correlation with the outcome variable.  
 
Step 2. Once the data are well prepared in step 1, a suitable variable pool reduction method 
will be applied to reduce the number of variables further. Before reducing the variables, 
we have to first identify how many variables we target to include in the final models. This 
is usually captured by the events-per-variable (EPV) ratio. This is the ratio between the 
number of observations on the outcome variable and the number of variables included in 
the model. The EPV ratio quantifies the balance between the amount of information 
provided by the data and the number of unknown parameters that could be estimated. As a 
rule of thumb, the EPV ratio could range from 5 to 50, depending on the variables 
considered and models being developed (Harrell et al., 1984; Harrell, 2015; Austin et al., 
2017).  
 
After the target number of variables was determined, we investigated several variable 
reduction methods and decided to use the LASSO method for the reduction. The LASSO 
method was selected because of its applicability to multivariate model structure, which is 
the structure of the SAE proportion models. LASSO (Tibshirani, 1997) is a method that 
applies shrinkage factors to regression coefficients, and thus can more efficiently perform 
stable variable selection. The procedure can select a few variables that are related to the 
dependent variable from a large amount of possible variables. LASSO-based methods use 
“penalized regression” models that impose constraints on the estimated coefficients that 
tend to shrink the magnitude of the regression coefficients, often eliminating the variables 
entirely by shrinking their coefficients to zero. Therefore, nonzero coefficients are 
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estimated for true variables, whereas the coefficients for irrelevant variables are zeroed out. 
The LASSO estimation was carried out in R using the glmnet package (Friedman, Hastie, 
and Tibshirani, 2010) in our analysis. LASSO estimation is highly dependent on the scale 
of the covariates; therefore, LASSO performs an internal standardization to unit variance 
first, before the coefficients shrinkage takes place. The final variable reduction process was 
based on applying the LASSO model with standardized covariates and LASSO penalty.  
 
3.3.2 Phase 2 – Cross Validation 
It is possible that the relationship between a variable and the outcome from a simple 
additive model might change in the complex model. Therefore, it would be risky to directly 
use the selected variables from a selection algorithm in the final models. 
 
These sets of candidate variables thus need to be evaluated in phase 2, where a cross-
validation process takes place. In this phase, complex models with all the features of the 
final model could be applied. The final selected set of variables would be the one with 
decent predictive power, and presumably interpretable.  
 
In our study, the SAE models are used to make predictions for the non-sampled counties 
(the counties that have no PIAAC sample or have too few sampled cases to be usable). The 
cross-validation analysis evaluates the prediction power of the model as compared to other 
models using alternative sets of variables selected from the LASSO models through k-fold 
cross validation.  
 
The k-fold cross validation is implemented in the following steps, to select the best set of 
variables for the bivariate model of literacy proportions:  
 
• We sort the 184 sampled counties from the largest to the smallest by sample size, and 

divide them into groups of 10 counties, with the last group having only 4 counties. 
There are 19 groups in total. 

• For each group of 10 counties, the counties are randomly assigned to 10 subsets, with 
each subset containing 1 county from the group. For the group with 4 counties, the 
counties are randomly assigned to four subsets. At the end of this step, each subset 
contains 18 or 19 counties with varying sample sizes. 

• Excluding the counties in the first subset, the counties in the remaining nine subsets 
are used to fit the bivariate small area estimation model for each given set of 
variables and make predictions for the group of counties that are deleted. 

• The previous step is repeated by excluding subsets 2 through 10, one at a time. At the 
end of this process the predicted proportions at or below Level 1, at Level 2, and at or 
above Level 3 are calculated for all the counties. 

 
We compare the predicted proportions against the direct estimates for all 184 counties, as 
well as only for the counties with large sample sizes (sample size greater than 100). The 
sum of squared differences are calculated. The smaller the sum of squared differences are, 
the better the set of variables predict the proportions for the counties that are excluded from 
modeling.  
 

4. Results 

Specific results from the variable selection method described above for the PIAAC 
2012/2014/2017 data are presented below. For each phase, we describe the selection 
process in more detail and motivate the selection of the variables. The estimation of literacy 
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proportion at or below Level 1 is used as an example, but similar process and results are 
obtained for the numeracy models and the average models. 
 
4.1 Phase 1 – Variable Reduction 
Step 1. In the data preparation step, a redundancy check reveals that since our variable pool 
contains both county- and state-level variables, we have the same variables (i.e., race 
ethnicity, poverty rate) available at both levels from the same data source (i.e., ACS). 
Therefore, we drop the state-level variables with the assumption that the county-level 
variables contain more information. In addition, similar variables (i.e., median household 
income) are found across different data sources (i.e., ACS vs. SAIPE), so we keep both in 
this step. Their correlation is then explored, and if deemed high, one of the two variables 
is dropped in this step.  
 
In the outlier and influential case detection step, the three income variables (i.e., median 
household income) in our variable pool are log transformed to support an assumption of 
linear relationship with the outcomes.  
 
In the correlation check process, a correlation matrix among the variables themselves as 
well as with the eight outcomes is created to identify the multicollinearity among variables. 
Specifically, the Pearson correlation matrix is computed between each pair of the potential 
county-level variables (observed for the 3,142 counties), and for each pair of the potential 
state-level variables (observed for the 50 states and the District of Columbia). In addition, 
the Pearson correlations between the variables and each of the eight outcomes (proportion 
at or below Level 1, proportion at Level 2, proportion at or above Level 3, and average 
proficiency score for both literacy and numeracy) are constructed for all the 184 counties 
with valid SREs.  
 
It should be noted that all the variables in our analysis are continuous, so Pearson 
correlation is applicable. For studies where categorical variables are involved, other 
association tests (i.e., Cramer’s V) could be conducted to test for the relationships among 
variables. Variables with high correlations with the outcomes turn out to be the education-
related variables (i.e., |ρ|=0.7 for proportion of population with lower than high school 
education vs. proportion at or below Level 1 literacy), poverty-related variables (i.e., 
|ρ|=0.6 for proportion of population lower than poverty threshold versus proportion at or 
below Level 1 literacy), employment-related variables (i.e., |ρ|=0.6 for proportion of 
population not in labor force vs. proportion at or below Level 1 literacy), and health-related 
variables (i.e., |ρ|=0.5 for proportion of population have no health insurance vs. proportion 
at or below Level 1 literacy). Variables with high pair-wise correlations (i.e., |ρ|>0.7) with 
other variables are treated as with “high multicollinearity,” and one variable from each pair 
is dropped from the variable pool. Specifically, the variable with lower correlation with the 
outcomes is dropped in each pair. In the cases where two highly correlated variables are 
correlated by definition and found to have key impact on the outcomes (i.e., proportion of 
population less than high school, proportion of population more than high school), both are 
kept for the following variable reduction process.  
 
Step 2. In the variable pool reduction step, we choose the EPV ratio of 30 as a target EPV 
ratio. With 184 sampled cases, we are targeting to select six variables for the final model.  
 
In our analysis, four LASSO models are created. For proportions models, multivariate 
LASSO is used with the option “family = “mgaussian”“, whereby a multi-task learning 
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method is applied when there are a number of correlated responses. Using a “group 
LASSO”, the multivariate LASSO selects the same set of variables for all the outcomes. 
For average models, we use univariate LASSO to conduct variable selection because the 
outcome is univariate. For each of the four LASSO models, the random effects are dropped 
from the model specification and the LASSO penalty parameter λ (the parameter that 
controls the overall strength of the penalty) is adjusted using various values close in 
magnitude to the λ that minimizes the mean cross-validated error (0.02 and 0.03 for the 
proportion model, and 2 and 3 for the average model). As a result, we construct two sets 
of variables (with non-zero coefficients) for each of the four models. Each set contains 10 
or fewer variables with some variation among the sets. The lambda values and the 
estimated coefficients of the predictors are obtained using the cv.glmnet function. Two 
lambda values are used to obtain two sets of selected variables, one being more 
parsimonious than the other. 
 
In Table 3, we report the list of selected phase 1 variables, with the source, year, 
description, and label. In Table 4, we report the selected variables with the marker “” 
identifying the selected variables for each of the LASSO models (with two λ options). It 
should be noted that for the numeracy proportion model, both lambda options (0.02 & 0.03) 
resulted in the same set of selected variables. 
 

Table 3: List of phase 1 selected variables, including their source, year, description, 
and label 

Source Year(s) Description Label 
American 
Community 
Survey 

2013 – 2017 Percentage of population age 25 and 
over with less than high school 
education (no high school diploma) 

Education – 
LH  

Percentage of population age 25 and 
over with more than high school 
education (including some college, no 
degree) 

Education – 
MH 

Percentage of population below 100 
percent of the poverty line 

Poverty 

Percentage of Black or African 
American population 

Black 

Percentage of Hispanic population Hispanic 
Percentage of civilian 
noninstitutionalized population who 
has no health insurance coverage 

No health 
insurance 

Percentage of population age 16 and 
over with service occupations 

Service 
occupations 

Percentage of foreign-born people who 
entered the United States after year 
2010 among the population born 
outside the United States 

Enter U.S. 
2010 

Percentage of population born outside 
of the United States 

Foreign born 

Percentage population 16 and over 
who did not work at home who spend 
more than 60 minutes to travel to work 

Journey to 
work 
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Table 3: List of phase 1 selected variables, including their source, year, description, 
and label (continued) 

Source Year(s) Description Label 
Bureau of 
Labor 
Statistics 

2015 Unemployment rate Unemployment 
rate 

Division of 
Diabetes 
Translation 

2013 Percentage of diabetes diagnosed  Diabetes rate 

National 
Vital 
Statistics 
Reports 

2015 Birth rate per 1000 women Birth rate 

The 
Integrated 
Post-
secondary 
Education 
Data System 

2014 – 2015 Average amount of grant and 
scholarship aid received 

Grant/ 
Scholarship 
received 

 
Table 4: Predictor variables selected in phase 1, by outcome and LASSO lambda option 

Variable Literacy Numeracy 
Proportion 
model 

Average 
model 

Proportion 
model 

Average 
model 

λ=0.02 λ=0.03 λ=2 λ=3 λ=0.02 λ=0.03 λ=2 λ=3 
Education – LH          
Education – MH          
Poverty          
Black          
Hispanic          
No health insurance          
Service occupations         
Enter U.S. 2010         
Foreign born         
Journey to work         
Unemployment rate         
Diabetes rate         
Birth rate          
Grant/Scholarship 
received         

 
Appendix Tables A.3, and A.4 provide the listings of the county- and state-level selected 
variables with the correlation estimates, and LASSO estimates, sorted descending by the 
correlations, respectively for each model. 
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4.2 Phase 2 – Cross Validation 
For the literacy proportions model, five sets of variables (all county level) are used to fit 
the models and to compare the predicted proportions against the direct estimates. The 
results are summarized in Table 5. 
 

Table 5: Variables used in cross validation for literacy proportions and results of 
summed squared differences between predicted proportions and direct estimates: 

2012/2014/2017 

Variable Scenarios 
1 2 3 4 5 

Education – LH      
Education – MH      
Poverty      
Black      
Enter U.S. 2010      
No health insurance      
Birth rate       
Grant/Scholarship received      
Foreign born      
Hispanic      
Service occupations      
Sum of squared differences between predicted proportions and direct estimates over 44 
counties with sample size at least 100 
P1 0.109 0.078 0.081 0.076 0.076 
P2 0.136 0.137 0.144 0.141 0.143 
P3 0.212 0.155 0.186 0.170 0.183 

 
For the cross validation analysis, scenarios 1 and 2 were chosen from the LASSO models 
with λ=0.03 and λ=0.02, respectively. Scenario 3 used the five predictors adopted by the 
Hierarchical Bayes model in the NAAL study to predict the proportion of adults lacking 
basic prose literacy skills, and added the percent of Hispanic as a predictor, which is highly 
correlated with proportion at or below Level 1. Compared to scenario 3, scenario 4 added 
another predictor, proportion of people with no health insurance coverage, which was 
shown to be significant in the LASSO models for predicting proportions and averages for 
both literacy and numeracy. Scenario 5 added an extra predictor, proportion in service 
occupation, to the set of variables used on scenario 4 because this variable was shown to 
be a significant predictor in the LASSO models for predicting averages for both literacy 
and numeracy. 
 
The results in Table 5 show that scenarios 2, 4, and 5 have similar performance and their 
sum of squared differences between model predictions and direct estimates are smaller for 
all three proportions than those from scenarios 1 and 3. Combining these results with the 
other cross validation results for literacy average and numeracy proportions and average, a 
decision was made to use the seven county-level variables from the 2013-2017 ACS data, 
as shown in Table 6, in all four models fitted for proportions and averages for literacy and 
numeracy. Table 7 shows the correlation coefficients among these variables. The seven 
variables are highly correlated with the proportions and averages. For example, the 
adjusted R-square is 0.58 for the linear regression of literacy proportions at or below Level 
1 on the seven variables.  
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Table 6: List of variables for the final small area models 

Variables Label 
Percentage of population age 25 and over with less 
than high school education 

Education – LH  

Percentage of population age 25 and over with more 
than high school education 

Education – MH 

Percentage of population below 100 percent of the 
poverty line 

Poverty 

Percentage of Black or African American population Black 
Percentage of Hispanic population Hispanic 
Percentage of civilian noninstitutionalized population 
who have no health insurance coverage 

No health insurance 

Percentage of population age 16 and over with service 
occupations 

Service occupations 

 
Table 7: Correlation coefficients among variables for the final small area model: 

2012/2014/2017 

Variable Education 
– MH  

Poverty Black Hispanic No health 
insurance  

Service 
occupation 

Education – 
LH  

-0.76 0.64 0.34 0.42 0.58 0.21 

Education – 
MH  

 -0.53 -0.20 -0.04 -0.38 -0.13 

Poverty    0.47 0.08 0.47 0.37 
Black    -0.11 0.19 0.15 
Hispanic     0.40 0.15 
No health 
insurance 

     0.19 

 
5. Discussion 

Variable selection has become an issue that almost all modeling processes would encounter, 
especially with the existence of abundant auxiliary information. Exclusion of the variables 
that should be included in the model or inclusion of variables that should be excluded could 
directly affect the reliability and stability of the model. This study provides a practical 
example for researchers to apply variable selection methods in complex models, such as 
SAE models. It is not recommended to include all the variables in a variable selection 
algorithm and solely rely on the model to decide the selected variables without any 
exploration of these variables first. The choice of variable reduction method should be 
based on the nature of the final model.  
 
In our approach, two phases were conducted. In the first phase, all the state- and county-
level variables were considered as fixed effects and the number of variables was reduced 
as follows: (1) a correlation matrix was created among all the variables to identify highly 
correlated variables, then (2) one variable in each of the highly correlated pairs was 
dropped to avoid multicollinearity. Subsequently, the LASSO method was used to select 
several sets of variables for each of the four outcome models for literacy and for numeracy. 
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The multivariate nature of our final models resulted in the choice of multivariate LASSO. 
In general, our recommendation is to select several sets of candidate variables by the end 
of phase 1. In the second phase, these various selected sets of variables were evaluated and 
a final list of variables was determined using a cross-validation process that took into 
account the random effect estimations. The complex hierarchical structure of our final 
models resulted in the choice of cross-validation.  
 
For the PIAAC SAE application of the variable selection process, we identified variables 
related to education, poverty, race-ethnicity, health insurance coverage and service 
occupation as associated with adult proficiency. Education, poverty, and race-ethnicity are 
known as indicators of literacy/numeracy proficiency from previous studies. All the 
variables are county-level variables from the ACS 5-year dataset, indicating that the 
county-level variables might have stronger predictive power than the state-level variables.  
 
There were also several challenges encountered during the application. First, the creation 
of the auxiliary variable pool was an intensive process. Most of the data were extracted 
from public available datasets, and appropriate variables were derived from the datasets. 
For our application, all the potential variables should be available for all the U.S. counties 
(or states), and when there were multiple years of data available (i.e., from the ACS), 
decisions should be made on which data to use. Second, the direct estimates and covariates 
were subject to sampling error; therefore, the correlation coefficients constructed in the 
first phase of the selection process were biased and attenuated. As pointed out in Lahiri 
and Suntornchost (2015), the true population correlations were higher, and the correlation 
estimates can be improved if the sampling error is taken into account. Third, we had four 
complex final SAE models to fit. Because it was decided to select the same set of variables 
to use for all four final models due to the high correlation among the eight outcomes (i.e., 
literacy/numeracy proficiency levels/scores), when forming the candidate sets of variables 
we considered variables that were found to be important for both the proportion and 
average models. Also, in the models we included counties with sample sizes as small as 4. 
As a result, the direct estimates from some counties were not stable, which led us to 
calculate the sum of square differences in phase 2 based on the 44 counties with sample 
sizes of 100 or more.  
 
It should be noted that the variable selection process varies study by study in practice, 
depending on the datasets and final models to be fit. We recommend carefully exploring 
the variables and deciding upon the variable selection method to be used. The final selected 
variables should consider both the data-driven results from variable selection algorithms 
and variables proven to be important from theories and previous studies.  
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Appendix 

Table A.1: List of county-level variables, by source and year 

County characteristics Source Year 
Poverty 

Percentage of population below 150 percent poverty line ACS 2013–2017 
Percentage of population receiving SNAP/Food stamps ACS 2013–2017 
Percentage of population below 100 percent poverty line ACS 2013–2017 
Percentage of population in poverty (all ages) SAIPE 2015 

 
Income 

Median household income—ACS ACS 2013–2017 
Median household income—SAIPE SAIPE 2015 
Per capita personal income  BEA 2015 

 
Education 

Percentage of population aged 25+: with education less 
than high school (no high school diploma) 

ACS 2013–2017 

Percentage of population aged 25+: with high school 
diploma, no college  

ACS 2013–2017 

Percentage of population aged 25+: with education more 
than high school (including some college, no degree) 

ACS 2013–2017 

 
English-speaking ability for people who speak other language 

Percentage of population aged 5+: speaking other 
languages and speaking English not at all or not well  

ACS 2013–2017 

Percentage of population aged 5+: speaking other 
languages 

ACS 2013–2017 

 
Urban/rural 

Metro or nonmetro counties ACS 2013–2017 
Counties in metro area of 1 million population or more  USDA 2013 
Counties in metro areas of less than 1 million population  USDA 2013 
Nonmetro counties  USDA 2013 

 
Race/ethnicity 

Percentage of Hispanics  ACS 2013–2017 
Percentage of Whites ACS 2013–2017 
Percentage of Blacks  ACS 2013–2017 
Percentage of Asians  ACS 2013–2017 
Percentage of American Indians and Alaska Natives  ACS 2013–2017 
Percentage of Native Hawaiians and Pacific Islanders ACS 2013–2017 
Percentage of Other races ACS 2013–2017 

 
Foreign-born status 

Percentage of foreign-born people who entered United 
States after year 2010  

ACS 2013–2017 

Percentage of foreign-born people who entered United 
States between years 1990 and 2009 

ACS 2013–2017 

Percentage of foreign-born people who entered United 
States after year 1990 

ACS 2013–2017 
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Table A.1: List of county-level variables, by source and year (continued) 

County characteristics Source Year 
Foreign-born status 

Percentage of foreign-born people who entered United 
States before year 1990 

ACS 2013–2017 

Percentage of population born outside of United States ACS 2013–2017 
 
Age 

Percentage of population 16–54 years old ACS 2013–2017 
Percentage of population 55–64 years old ACS 2013–2017 
Percentage of population 65+ years old ACS 2013–2017 

 
Gender 

Percentage of male population ACS 2013–2017 
 
Employment status 

Unemployment rate BLS 2015 
Percentage of population aged 20–64: in armed forces ACS 2013–2017 
Percentage of population aged 20–64: in labor force and 
employed 

ACS 2013–2017 

Percentage of population aged 20–64: in labor force and 
unemployed 

ACS 2013–2017 

Percentage of population aged 20–64: not in labor force ACS 2013–2017 
 
Occupation 

Percentage of population aged 16+: 
management/professional occupations 

ACS 2013–2017 

Percentage of population aged 16+: service occupation ACS 2013–2017 
Percentage of population aged 16+: sales/office occupation ACS 2013–2017 
Percentage of population aged 16+: natural 
resources/construction/maintenance occupation 

ACS 2013–2017 

Percentage of population aged 16+: military ACS 2013–2017 
Percentage of population aged 16+: 
production/transportation/moving occupation 

ACS 2013–2017 

 
Census division 

New England ACS 2013–2017 
Middle Atlantic ACS 2013–2017 
East North Central ACS 2013–2017 
West North Central ACS 2013–2017 
South Atlantic ACS 2013–2017 
East South Central ACS 2013–2017 
West South Central ACS 2013–2017 
Mountain ACS 2013–2017 
Pacific ACS 2013–2017 

 
Journey to work 

Percentage of population aged 16+ and didn’t work at 
home: less than 30 minutes to work 

ACS 2013–2017 

Percentage of population aged 16+ and didn’t work at 
home: 30–44 minutes to work 

ACS 2013–2017 
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Table A.1: List of county-level variables, by source and year (continued) 

County characteristics Source Year 
Journey to work 

Percentage of population aged 16+ and didn’t work at 
home: 45–59 minutes to work 

ACS 2013–2017 

Percentage of population aged 16+ and didn’t work at 
home: 60+ minutes to work 

ACS 2013–2017 

 
Housing unit tenure and phone service 

Percentage of owner-occupied housing unit  ACS 2013–2017 
Percentage of renter-occupied housing unit  ACS 2013–2017 
Percentage of owner-occupied housing unit with phone 
service available 

ACS 2013–2017 

Percentage of renter-occupied housing unit with phone 
service available  

ACS 2013–2017 

Percentage of occupied housing unit ACS 2013–2017 
 
Plumbing facilities 

Percentage of housing unit with plumbing facilities ACS 2013–2017 
 
Marital status 

Percentage of population 15+: never married ACS 2013–2017 
Percentage of population 15+: married ACS 2013–2017 
Percentage of population 15+: widowed  ACS 2013–2017 
Percentage of population 15+: divorced ACS 2013–2017 

 
Migration 

Percentage of population 1+: in different house in the past 
year  

ACS 2013–2017 

Percentage of population 1+: in different county in the past 
year  

ACS 2013–2017 

Percentage of population 1+: in different state in the past 
year  

ACS 2013–2017 

Percentage of population 1+: moved from abroad in the 
past year  

ACS 2013–2017 

 
Health 

Percentage of civilian noninstitutionalized population with 
one type of health insurance coverage 

ACS 2013–2017 

Percentage of civilian noninstitutionalized population with 
two or more types of health insurance coverage 

ACS 2013–2017 

Percentage of civilian noninstitutionalized population with 
no health insurance coverage 

ACS 2013–2017 

Percentage of diagnosed diabetes DDT 2013 
Percentage of obesity  DDT 2013 
Percentage of population eligible for Medicaid CMS 2015 

 
Tax 

Average number of tax returns per person SOI 2014 
Average number of returns with unemployment 
compensation per person 

SOI 2014 
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Table A.1: List of county-level variables, by source and year (continued) 

County characteristics Source Year 
Tax 

Average number of returns with taxable Social Security 
benefits per person 

SOI 2014 

Proportion of the amount of unemployment compensation 
among all tax return amounts 

SOI 2014 

Proportion of the amount of taxable Social Security 
benefits among all tax return amounts 

SOI 2014 

NOTE: ACS: American Community Survey; SNAP: Supplemental Nutrition Assistance Program; SAIPE: 
Small Area Income and Poverty Estimates program; BEA: Bureau of Economic Analysis; USDA: U.S. 
Department of Agriculture; BLS: Bureau of Labor Statistics; DDT: Centers for Disease Control and 
Prevention’s Division of Diabetes Translation; CMS: Centers for Medicare & Medicaid Services; SOI: The 
Statistics of Income Data. 

 
Table A.2: List of state-level variables, by source and year 

State characteristics Source Year 
Socioeconomic status 

Average annual pay BLS 2015 
Homeownership rate  Housing Vacancies 

and Home Ownership 
(CPS/HVS) 

2015 

 
Education 

Adult basic education enrollment rate OCTAE  2015 
Adult secondary education enrollment rate OCTAE  2015 
English as a second language enrollment rate OCTAE  2015 
Graduation rate of postsecondary institutes IPEDS  2014–2015 
Average weighted monthly salary for full-
time instructional staff 

IPEDS  2014–2015 

Average amount of grant and scholarship aid 
received  

IPEDS  2014–2015 

Annual college cost (tuition and fees)  IPEDS  2014–2015 
GED test completion rate GED Testing Service 

(GEDTS) 
2013 

Average 4th-grade reading composite scale 
scores 

NAEP 2015 

Average 4th-grade math composite scale 
scores 

NAEP 2015 

Average 8th-grade reading composite scale 
scores 

NAEP 2015 

Average 8th-grade math composite scale 
scores 

NAEP 2015 
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Table A.2: List of state-level variables, by source and year (continued) 

State characteristics Source Year 
Other area characteristics   

Infant mortality rate per 1,000 live births NCHS, Vital Statistics of 
the United States, annual; 
and unpublished data 

2013 

Women 15–50 years old who had a birth 
in the past 12 months (Per 1,000 15- 
through 50-year-old women) 

ACS  2011–2015 

Physicians per 100,000 population  AMA, Chicago, IL, 
Physician Characteristics 
and Distribution in the 
United States, 2014 

2015 

Violent crime rate per 100,000 population FBI, Crime in the United 
States, annual 

2015 

Federal aid to state and local 
governments per capita  

Census Bureau, Federal 
Aid to States for Fiscal 
Year 2010 

2010 

State government general revenue per 
capita  

Census Bureau; State and 
Local Government 
Finance Estimates by 
State, annual, and 
unpublished data 

2014 

Energy consumption per person EIA, State Energy Data 
Report, 2014 

2014 

Traffic fatalities per 100 million vehicle 
miles 

NHTSA, Traffic Safety 
Facts, annual 

2015 

Birth rate National Vital Statistics 
Reports, 2015 

2017 

Birth rate for teenagers aged 15–19 National Vital Statistics 
Reports, 2015 

2017 

NOTE: BLS: Bureau of Labor Statistics; CPS/ HVS: Housing Vacancies and Homeownership; OCTAE: 
Office of Career, Technical, and Adult Education; IPEDS: Integrated Postsecondary Education Data 
System; GED: General Educational Development; NAEP: National Assessment of Educational Progress; 
NCHS: National Center for Health Statistics; ACS: American Community Survey; AMA: American 
Medical Association; FBI: Federal Bureau of Investigation; EIA: Energy Information Administration; 
NHTSA: National Highway Traffic Safety Administration.  
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of population aged 25+: with 
education less than high school  

0.72 0.22 -0.70 -0.73 0.74 -0.11 -0.63 -0.73 

Percentage of population aged 25+: with 
high school diploma, no college  

0.28 0.59 -0.59 -0.44 0.36 0.41 -0.59 -0.44 

Percentage of population aged 25+: with 
education more than high school 

-0.56 -0.52 0.77 0.68 -0.63 -0.22 0.73 0.68 

Percentage of population below 100 
percent poverty line 

0.65 0.24 -0.65 -0.67 0.74 -0.10 -0.64 -0.71 

Percentage of population receiving 
SNAP/Food stamps 

0.59 0.31 -0.66 -0.64 0.69 0.01 -0.66 -0.68 

Percentage of population below 150 
percent of poverty line 

0.67 0.28 -0.70 -0.70 0.75 -0.05 -0.68 -0.73 

Percentage of population in poverty (all 
ages) 

0.64 0.23 -0.64 -0.64 0.71 -0.09 -0.62 -0.68 

ACS median household income – log 
transformed 

-0.49 -0.42 0.65 0.56 -0.59 -0.13 0.64 0.59 

SAIPE median household income -0.49 -0.42 0.65 0.56 -0.59 -0.13 0.64 0.59 
Per capita personal income – log 
transformed 

-0.17 -0.34 0.35 0.23 -0.20 -0.15 0.28 0.21 

Percentage of population aged 5+: speak 
other language and speak English not at 
all or not well  

0.15 -0.15 -0.02 -0.10 0.11 -0.18 0.01 -0.12 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of population aged 5+: 
speaking other languages 

0.24 -0.37 0.05 -0.15 0.14 -0.33 0.07 -0.13 

Percentage of Hispanics  0.33 -0.25 -0.10 -0.27 0.26 -0.26 -0.09 -0.26 
Percentage of Blacks  0.37 -0.03 -0.27 -0.32 0.46 -0.24 -0.28 -0.39 
Percentage of Asians  -0.04 -0.40 0.28 0.13 -0.15 -0.27 0.31 0.16 
Percentage of American Indians and 
Alaska Natives  

0.01 -0.04 0.02 -0.03 0.01 0.00 -0.01 -0.05 

Percentage of Whites -0.33 0.27 0.08 0.23 -0.34 0.37 0.09 0.28 
Percentage of Native Hawaiians and 
Pacific Islanders 

-0.04 -0.13 0.12 0.07 -0.08 -0.05 0.11 0.08 

Percentage of Other races 0.20 -0.29 0.03 -0.12 0.14 -0.29 0.05 -0.11 
Percentage of foreign-born people who 
entered United States after year 2010 

-0.22 -0.27 0.34 0.31 -0.21 -0.18 0.31 0.26 

Percentage of foreign-born people who 
entered United States between years 
1990 and 2009 

0.16 -0.19 -0.01 -0.10 0.13 -0.23 0.02 -0.13 

Percentage of foreign-born people who 
entered United States after year 1990 

0.00 -0.31 0.19 0.09 -0.01 -0.29 0.20 0.05 

Percentage of foreign-born people who 
entered United States before year 1990 

-0.02 -0.02 0.03 0.02 -0.07 0.07 0.02 0.06 

Percentage of population born outside of 
United States  

0.12 -0.40 0.16 -0.03 0.02 -0.33 0.18 -0.01 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of population 16–54 years old 0.11 -0.20 0.04 -0.05 0.07 -0.17 0.04 -0.05 
Percentage of population 55–64 years old -0.16 0.32 -0.08 0.07 -0.14 0.31 -0.06 0.09 
Percentage of population 65+ years old -0.07 0.36 -0.17 -0.03 -0.03 0.33 -0.17 -0.02 
Percentage of male population 0.19 0.00 -0.15 -0.18 0.14 -0.12 -0.06 -0.12 
Percentage of population aged 20–64: in 
armed forces  

-0.10 -0.04 0.10 0.11 -0.06 0.01 0.05 0.09 

Percentage of population aged 20–64: in 
labor force and employed 

-0.52 -0.41 0.66 0.58 -0.60 -0.12 0.64 0.60 

Percentage of population aged 20–64: in 
labor force and unemployed 

0.33 0.05 -0.29 -0.33 0.39 -0.07 -0.33 -0.39 

Percentage of population aged 20–64: not 
in labor force  

0.62 0.24 -0.63 -0.63 0.67 -0.07 -0.59 -0.64 

Percentage of population aged 16+: 
management/ professional occupations 

-0.38 -0.50 0.61 0.51 -0.44 -0.33 0.62 0.52 

Percentage of population aged 16+: 
service occupation 

0.34 0.07 -0.31 -0.37 0.39 -0.07 -0.33 -0.39 

Percentage of population aged 16+: 
sales/office occupation 

-0.05 0.17 -0.07 -0.04 0.02 0.24 -0.16 -0.09 

Percentage of population aged 16+: 
natural resources/construction/ 
maintenance occupation 

0.22 0.36 -0.40 -0.30 0.22 0.23 -0.35 -0.28 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of population aged 16+: 
military 

-0.09 -0.02 0.08 0.10 -0.06 0.03 0.04 0.09 

Percentage of population aged 16+: 
production/transportation/moving 
occupation 

0.29 0.43 -0.50 -0.39 0.32 0.29 -0.48 -0.38 

Percentage of population aged 16+ and 
didn’t work at home: less than 30 
minutes to work 

0.00 -0.02 0.01 0.01 0.02 0.01 -0.03 -0.02 

Percentage of population aged 16+ and 
didn’t work at home: 30–44 minutes to 
work 

-0.02 -0.09 0.08 0.05 -0.01 -0.16 0.11 0.05 

Percentage of population aged 16+ and 
didn’t work at home: 45–59 minutes to 
work 

-0.07 0.04 0.03 0.06 -0.09 0.00 0.08 0.09 

Percentage of population aged 16+ and 
didn’t work at home: 60+ minutes to 
work 

0.07 0.11 -0.12 -0.11 0.02 0.14 -0.10 -0.07 

Percentage of owner-occupied housing 
unit  

-0.20 0.32 -0.05 0.08 -0.20 0.38 -0.04 0.12 

Percentage of renter-occupied housing 
unit  

0.20 -0.32 0.05 -0.08 0.20 -0.38 0.04 -0.12 

Percentage of owner-occupied housing 
unit with phone service available 

-0.30 -0.11 0.30 0.29 -0.32 0.04 0.28 0.31 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of renter-occupied housing 
unit with phone service available  

-0.21 -0.05 0.20 0.19 -0.21 0.02 0.18 0.19 

Percentage of occupied housing unit -0.10 -0.26 0.24 0.15 -0.15 -0.14 0.23 0.16 
Percentage of housing unit with 
plumbing facilities 

-0.15 -0.07 0.16 0.15 -0.14 0.02 0.12 0.14 

Percentage of population 15+: never 
married 

0.24 -0.37 0.05 -0.11 0.23 -0.41 0.03 -0.16 

Percentage of population 15+: married -0.35 0.19 0.15 0.26 -0.40 0.31 0.19 0.33 
Percentage of population 15+: widowed  0.35 0.47 -0.57 -0.45 0.41 0.28 -0.57 -0.46 
Percentage of population 15+: divorced 0.07 0.34 -0.27 -0.15 0.18 0.23 -0.31 -0.19 
Percentage of population 1+: in different 
house in the past year  

-0.10 -0.20 0.20 0.16 -0.05 -0.23 0.19 0.13 

Percentage of population 1+: in different 
county in the past year  

0.10 -0.01 -0.07 -0.10 0.11 -0.11 -0.04 -0.08 

Percentage of population 1+: in different 
state in the past year  

-0.20 -0.17 0.26 0.27 -0.16 -0.20 0.28 0.25 

Percentage of population 1+: moved 
from abroad in the past year  

-0.15 -0.52 0.45 0.32 -0.23 -0.44 0.49 0.33 

Percentage of civilian 
noninstitutionalized population with one 
type of health insurance coverage 

-0.43 -0.20 0.46 0.43 -0.48 0.00 0.46 0.46 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Percentage of civilian 
noninstitutionalized population with two 
or more types of health insurance 
coverage 

-0.04 0.29 -0.15 -0.02 0.01 0.23 -0.15 -0.01 

Percentage of civilian 
noninstitutionalized population with no 
health insurance coverage 

0.52 0.00 -0.41 -0.48 0.53 -0.17 -0.40 -0.51 

Percentage of diagnosed diabetes 0.39 0.45 -0.58 -0.49 0.50 0.19 -0.59 -0.52 
Percentage of obesity  0.40 0.38 -0.55 -0.47 0.48 0.17 -0.56 -0.49 
Percentage of population eligible for 
Medicaid 

0.54 0.09 -0.48 -0.52 0.55 -0.06 -0.49 -0.54 

Average number of tax returns per 
person 

-0.12 -0.40 0.35 0.18 -0.20 -0.22 0.33 0.19 

Average number of returns with 
unemployment compensation per person 

-0.04 0.00 0.03 0.03 -0.06 0.07 0.01 0.04 

Average number of returns with taxable 
Social Security benefits per person 

-0.38 0.28 0.12 0.28 -0.36 0.38 0.10 0.30 

Proportion of the amount of 
unemployment compensation among all 
tax return amounts 

0.09 0.10 -0.14 -0.12 0.09 0.09 -0.14 -0.12 

Proportion of the amount of taxable 
Social Security benefits among all tax 
return amounts 

-0.09 0.42 -0.19 -0.02 -0.03 0.39 -0.21 -0.03 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

County-level  
        

Unemployment rate  0.48 0.15 -0.46 -0.48 0.54 -0.09 -0.45 -0.51 
Counties in metro area of 1 million 
population or more 

-0.12 -0.23 0.24 0.17 -0.15 -0.12 0.22 0.16 

Counties in metro areas of less than 1 
million population 

-0.07 -0.01 0.06 0.06 -0.07 0.05 0.04 0.05 

Nonmetro counties 0.22 0.28 -0.35 -0.25 0.26 0.08 -0.29 -0.24 
New England -0.16 -0.02 0.14 0.15 -0.16 0.02 0.14 0.16 
Middle Atlantic -0.07 -0.01 0.06 0.06 -0.08 0.05 0.04 0.06 
East North Central -0.17 0.08 0.08 0.11 -0.13 0.11 0.06 0.09 
West North Central -0.11 0.03 0.07 0.10 -0.18 0.10 0.11 0.14 
South Atlantic 0.07 0.00 -0.06 -0.05 0.11 -0.03 -0.09 -0.10 
East South Central 0.16 0.23 -0.27 -0.19 0.23 0.07 -0.26 -0.18 
West South Central 0.27 -0.09 -0.15 -0.23 0.26 -0.16 -0.15 -0.25 
Mountain  -0.14 -0.01 0.12 0.15 -0.14 -0.03 0.16 0.17 
Pacific  0.06 -0.26 0.12 0.00 -0.02 -0.16 0.12 0.01 

 
State-level 

        

Adult basic education enrollment rate 0.20 0.31 -0.35 -0.25 0.28 0.14 -0.36 -0.28 
Physicians per 100,000 population  -0.18 -0.15 0.23 0.23 -0.20 -0.07 0.23 0.23 
Birth rate for teenagers aged 15–19 0.34 0.21 -0.39 -0.36 0.40 0.02 -0.39 -0.38 
Average annual pay -0.11 -0.27 0.25 0.16 -0.15 -0.14 0.23 0.16 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

State-level  
        

Adult secondary education enrollment 
rate 

-0.12 0.13 0.01 0.09 -0.10 0.14 0.01 0.11 

Birth rate 0.23 -0.07 -0.13 -0.16 0.18 -0.20 -0.05 -0.13 
GED test completion rate 0.13 0.13 -0.18 -0.17 0.18 0.07 -0.22 -0.17 
English as a second language enrollment 
rate 

-0.15 -0.33 0.32 0.20 -0.23 -0.18 0.33 0.22 

Traffic fatalities per 100 million vehicle 
miles 

0.31 0.25 -0.40 -0.35 0.35 0.09 -0.39 -0.35 

Women 15–50 years old who had a birth 
in the past 12 months  

0.10 -0.05 -0.04 -0.06 0.04 -0.09 0.02 -0.03 

Average amount of grant and scholarship 
aid received  

-0.26 -0.01 0.20 0.24 -0.26 0.09 0.19 0.24 

Graduation rate of postsecondary 
institutes 

-0.01 -0.18 0.12 0.06 -0.08 -0.12 0.15 0.09 

Homeownership rate  -0.18 0.20 0.02 0.12 -0.14 0.17 0.02 0.13 
Infant mortality rate per 1,000 live birth 0.21 0.22 -0.30 -0.24 0.31 0.05 -0.32 -0.29 
Average 4th-grade math composite scale 
scores 

-0.23 0.01 0.17 0.22 -0.24 0.06 0.19 0.24 

Average 8th-grade math composite scale 
scores 

-0.37 -0.06 0.32 0.35 -0.41 0.07 0.34 0.39 

Energy consumption per person 0.23 -0.06 -0.14 -0.18 0.20 -0.13 -0.11 -0.18 
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Table A.3: PIAAC county- and state-level variable correlations with literacy/numeracy proficiency outcomes: 2012/2014/2017 (continued) 

Variable Literacy 
P1 

Literacy 
P2 

Literacy 
P3 

Literacy 
average  

Numeracy 
P1 

Numeracy 
P2 

Numeracy 
P3 

Numeracy 
average  

State-level  
        

State government general revenue per 
capita  

-0.11 -0.25 0.25 0.19 -0.19 -0.08 0.23 0.20 

Federal aid to state and local 
governments per capita  

-0.01 -0.07 0.05 0.07 -0.02 -0.06 0.05 0.06 

Average 4th-grade reading composite 
scale scores 

-0.22 0.13 0.09 0.18 -0.19 0.12 0.11 0.20 

Average 8th-grade reading composite 
scale scores 

-0.41 0.10 0.26 0.35 -0.42 0.19 0.28 0.39 

Average weighted monthly salary for 
full-time instructional staff 

-0.34 -0.29 0.33 0.23 -0.25 -0.12 0.32 0.25 

Annual college cost (tuition & fees)  -0.25 -0.02 0.21 0.23 -0.24 0.03 0.21 0.24 
Violent crime rate per 100,000 
population 

0.21 -0.15 -0.07 -0.19 0.16 -0.11 -0.09 -0.19 

NOTE: P1: proportion at or below Level 1; P2: proportion at Level 2; P3: proportion at or above Level 3; SNAP: Supplemental Nutrition Assistance Program. 
SOURCE: U.S. Department of Education, National Center for Education Statistics, U.S. Program for the International Assessment of Adult Competencies (PIAAC), 

2012/2014/2017. 
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Table A.4: PIAAC county- and state-level variable LASSO selection results with literacy/numeracy proficiency outcomes: 2012/2014/2017 

Variable Literacy  Numeracy 
λ = 0.02 λ = 0.03 λ = 2 λ = 3 λ = 0.02 λ = 0.03 λ = 2 λ = 3 
P1 P3 P1 P3 Avg. Avg. P1 P3 P1 P3 Avg. Avg. 

Percentage of population aged 25+: with education 
less than high school  

0.6 -0.5 0.6 -0.5 -109.0 -107.0 0.5 -0.3 0.4 -0.3 -86.7 -88.6 

Percentage of population aged 25+: with education 
more than high school 

-0.1 0.4 -0.1 0.4 27.5 22.8 -0.2 0.5 -0.2 0.4 41.2 31.5 

Percentage of population below 100 percent poverty 
line 

0.3 -0.3 0.3 -0.3 -31.8 -34.5 0.5 -0.3 0.5 -0.4 -45.4 -59.1 

Percentage of Blacks  0.0 0.0 † † -1.7 † 0.1 0.0 0.0 0.0 -12.8 -5.3 
Percentage of foreign-born people who entered 
United States after year 2010 

0.0 0.0 † † 1.6 † † † † † † † 

Percentage of civilian noninstitutionalized population 
with no health insurance coverage 

0.1 0.0 † † -11.7 -6.4 0.2 -0.1 0.1 -0.1 -38.5 -33.7 

Birth rate 0.0 0.0 † † † † † † † † † † 
Average amount of grant and scholarship aid received  0.0 0.0 † † 0.0 † † † † † 0.0 † 
Percentage of population born outside of United 
States 

0.0 0.0 † † † † † † † † † † 

Unemployment rate  † † † † 0.0 † † † † † -0.3 -0.3 
Percentage of population aged 16+: service 
occupation 

† † † † -16.5 -0.7 † -16.5 -0.7 † † † 

Percentage of population aged 16+ and didn’t work at 
home: 60+ minutes to work 

† † † † -0.3 † † † -0.3 † † † 

Percentage of Hispanics  † † † † † † † † † † -2.0 † 
† Not applicable 
NOTE: P1: proportion at or below Level 1; P3: proportion at or above Level 3; Avg.: average score. 
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