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Abstract 

This study examines interviewer effects on household non-response in the three waves of 
the Household Finance and Consumption Survey (HFCS) in Austria. We exploit the rare 
opportunity to combine this wealth survey data together with a large set of paradata on all 
households including non-respondents, with an administrative dataset on income, as well 
as with an interviewer survey on interviewer characteristics including measures of social 
background, income and wealth and personality traits of the interviewers. Our multilevel 
benchmark model shows that the proportion of the variation in response behavior that can 
be explained at the interviewer level has decreased from about one third in the first wave 
of the HFCS to about 7% in the third wave. Using further specifications of our multilevel 
model we find that interviewer characteristics found to be positively related to household 
response are having a university degree, being married, being homeowner, or having a 
less open personality. At the same time, we find a highly significant negative relationship 
between survey participation and mean wage in the household’s municipality. 
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1. Introduction 

 
Survey data as a source for descriptive results in social sciences and increasingly also 
microeconometric analyses is heavily used in economics. However, in most cases, the 
collection and compilation of survey data is mostly done by statisticians and survey 
practitioners in survey agencies while the analyses are conducted by economists and 
social scientists who are not involved (in most cases) and not even familiar (in many 
cases) with the process of gathering the data. 
 
The Household Finance and Consumption Survey (HFCS) is the main source for the 
analysis of wealth inequality in Europe and is based on Computer Assisted Personal 
Interviewing (CAPI). While being very attractive due to a vast number of characteristics 
of the units of observation available, such survey data is plagued with various difficulties, 
e.g. the problem of nonresponse. Non-response can come in the form of not responding to 
a specific question as well as not responding to a survey at all. In this analysis we focus 
on the latter, so-called unit non-response. Non-response is especially bothersome if its 
occurrence is selective and therefore might introduce a bias to the resulting estimates. 
Especially in surveys including sensitive questions such as wealth or income the selection 
bias introduced by non-response might be particularly problematic. At the same time 
these surveys are mostly conducted via face-to-face interviews. This interviewing mode - 
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although the most expensive form - has several advantages over other interviewing 
modes. The interviewer can use response cards, visual scales etc. but also explain things 
better by being physically present which allows for a broader range of communication 
and interaction between the interviewer and the respondent. Thus, the face-to-face survey 
mode is reserved for the most complex surveys (de Leeuw et al., 2008), such as the 
Survey of Consumer Finance (SCF) of the U.S. Fed or the Household Finance and 
Consumption Survey (HFCS) of the ESCB. 
 
In face-to-face surveys the interviewer is the key factor with regard to participation of a 
sample unit. Not only might the characteristics of the interviewer determine his 
engagement and success with regard to finding and contacting the sample unit, but the 
actual interaction between the interviewer and the sample unit once contact is established 
might be decisive for unit non-response and the selectivity of unit non-response and 
resulting selection bias.1 (Kreuter, 2008) identifies four ways in which interviewers can 
affect respondents’ answers: (1) through their mere presence by stimulating respondents 
to take social norms into account, (2) through their observable characteristics by affecting 
many stages of the answer process, (3) through their verbal and nonverbal behavior by 
being taken by respondents as reflecting (dis)approval of their answers, and (4) through 
their possible errors when delivering and recording answers to a question. 
 
Understanding the interplay between interviewers and sample units which leads to 
successful participation of the sample units is therefore crucial to increase response rates 
as well as decrease selectivity in non-response (Groves and Couper, 1998). As survey 
companies are generally confronted with decreasing cooperation of sample units these 
issues deserve much more attention. Its importance is not only for interviewer selection 
and training, interviewer matching with sample units, and interviewer monitoring and 
rewarding (Kennickell, 2006b), (Kennickell, 2006a), (Kennickell, 2008), (Kreuter, 2008), 
but also for statistical analysis of survey results. Such an analysis should take into 
account the mechanism that produces interviewer effects. In the Austrian HFCS, for 
example, this information is incorporated in the weight variable which is constructed by 
using information on interviewer effects on nonresponse (see Albacete et al., 2018). 
Despite the importance of understanding the interplay between interviewers and sample 
units, there is little research investigating this important part of the data production 
process in the social science. 
 
One strand of literature focuses on the first contact between interviewers and sample 
units. These studies use interviewer questionnaires and contact information for successful 
interviewer behavior and strategies when approaching the sample units. Recent 
contributions include Durrant et al. (2010) and Hox and de Leeuw (2002). Another strand 
analyzes how observable interviewer characteristics are related to survey response such 
as the contributions of Beerten (1999) and Jäckle et al. (2013). There are also studies 
analyzing both refusals and noncontacts together and they generally find a positive 
correlation between them: interviewers who got fewer refusals also obtained fewer 
noncontacts (see (Pickery and Loosveldt (2002) and O’Muircheartaigh and Campanelli 
(1999))). 
 

 
1 Further types of interviewer effects discussed in the literature which are not the focus of this 
paper are interviewer effects on item nonresponse or interviewer effects on measurement which 
both can contribute to measurement error (see (Blom and Korbmacher, 2013)). 
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Schaeffer et al. (2010) gives a review of the findings in the literature concerning 
interviewers’ effects on nonresponse, among other findings. In general, the effects of 
observable interviewer characteristics like gender or age on response rates are found to be 
statistically significant: response rates are higher among female interviewers 
(O’Muircheartaigh and Campanelli (1999) and Hox and de Leeuw (2002)) and among 
older interviewers (Kennickell (1999), O’Muircheartaigh and Campanelli (1999), Hox 
and de Leeuw (2002), Merkle and Edelman (2002) and Singer et al. (1983)). However, 
the effects of some other observable characteristics are either inconclusive, e.g. in the 
case of voice (Schaeffer et al. (2010)), or insignificant, e.g. in the case of race (Merkle 
and Edelman (2002) and Singer et al. (1983)). 
 
Furthermore, the effects of unobservable interviewer characteristics like experience, 
knowledge, and having positive attitudes about persuasion strategies are found to be 
positively related to response rates (see Schaeffer et al. (2010)). However, personality 
measures are found to have no strong effects (see Groves and Couper (1998)). 
 
Finally, some aspects of the interviewer-respondent interaction that takes place during the 
short time between the survey introduction and the respondents’ decisions to participate 
are also found to be important in the literature. For example, allowing the interviewers to 
improvise during the survey introduction instead of reading a script increases response 
rates (see Houtkoop-Steenstra and van den Bergh (2000) and Morton-Williams (1993)). 
Further important techniques are found to be ”tailoring” and ”maintaining interaction” 
(see Schaeffer et al. (2010)), which are defined by Cialdini et al. (1992), as ”the use of 
different dress, physical behaviors, words and strategies of persuasion for different 
respondents” and ”specific interviewer behaviors that might reduce the likelihood of 
respondents ending the discussion prematurely”. Kennickell (1999) finds evidence for 
such techniques decreasing the probability that a respondent will refuse to participate in 
the SCF. For a more extended review of the literature see Schaeffer et al. (2010) and 
Jäckle et al. (2013). 
 
Our study mainly contributes to the existing literature via the rare combination of three 
data sources. First a large-scale household survey on a sensitive topic, namely wealth, 
where selective non-response is including a large set of paradata available for all sampled 
units and not only respondents. Second administrative regional data on income. Third a 
detailed interviewer survey including interviewer characteristics as well as personality 
traits. The combination of these three datasets allows us to use multilevel modelling in 
order to identify the amount of variation in response behavior explained at the 
interviewer level. It also allows to analyze the effect of interviewer characteristics and 
personality traits on response behavior while controlling for other important determinants 
which are neither interviewer nor sample unit characteristics but paradata which proxies 
the social environment of the sample unit for both, participating and non-participating 
sample units. The social environment is found to be a main determinant of the decision to 
participate and is therefore a crucial control in analyses of interviewer effects (see Groves 
and Couper (1998) and Beerten (1999)). 
 
We structure the paper as follows. Section 2.1 provides theoretical reasoning with regard 
to the determinants of non-response as well as the hypotheses about the interviewer 
effects we test. Section 2.2 describes our survey-, interviewer- and other data and is 
followed by the description of the empirical estimation strategy in section 2.3. Section 3 
presents the main results and section 4 concludes. 
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2. Study design 

 
2.1 Theoretical considerations 

In this section we lay out some theoretical foundations for the hypothesis that are tested 
in the empirical section of the paper. 
 
Figure 1 shows a conceptual framework of the decision to participate in a survey or not. 
The resulting unit non-response is what we analyze. The intentional of the work is to 
provide a better understanding of this decision and its interplay with various factors in 
order to reach a potential improvement for future surveys. Overall, there are three broad 
fields relevant for survey participation of the sampling unit. The interviewer, the social 
environment of the sample unit in which the interview takes place and the sample unit 
characteristics which might be shaped themselves by the social environment. This is 
depicted in Figure 1 by the three encircled areas that are connected through arrows 
indicating an influence direction. So, for example the interviewer cannot select the 
sample unit and thus cannot influence the characteristics of this sample unit and 
accordingly there is no error connection. However, social environment might influence 
both the interaction between interviewer and sample unit as well as the sample unit itself. 
 

 
Notes: 

(i) Source: Adapted from Jäckle et al. (2013). 

Figure 1: Conceptual Framework of Survey Participation 
 
At the level of the social environment we look at whole range of information that might 
influence the decision to participate. From the literature for example it is well known that 
people with similar characteristics to each other, such as income, commonly live 
relatively closely together and more affluent sample units in terms of income are less 
likely to participate in a survey. Thus, we think of various social factors at the level of the 
dwelling, the area, and the region that might influence directly as well as indirectly the 
interaction between the interviewer and the sample unit. 
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At the interviewer level it is widely recognized that interviewer characteristics, personal 
traits and experience influence interviewer skills and behavior which are decisive for the 
interaction between the interviewer and the sample unit. Interviewer selection and 
training play a crucial role in order to control the factors at the interviewer level (Groves 
and Couper, 1998). In the field of psychology five personality traits are defined and 
called the big five (see (McCrae and John, 1992) for an introduction), which we also 
consider here to additionally influence the decision to participate. These five qualities 
are: openness to experience, conscientiousness, extraversion, agreeableness, and 
neuroticism. 
 
Finally, at the level of the sample unit we observe not only the participation decision, but 
also think about other social and personal characteristics that influence the readiness to 
participate in a survey. 
 
Our main goal is to quantify the influence of the interviewer on the participation decision 
controlling for the social environment. To this end it is important to observe both, 
respondents and non-respondents. Secondary goals are to better understand which 
interviewer characteristics, and more specifically if experience and personal traits 
measured by the big five might play a role in the process. 
 
Overall, this understanding likely helps to improve participation in survey in general as 
well as improve the training and information provided to the interviewer. The ultimate 
goal is to match the “right” interviewer to a respondent and thus maximize the quality of 
the interaction between interviewer and sample unit. By doing so we intend to foster the 
overall quality of a survey and address one of the major issues in conducting interviews. 
 
2.2 Data 

In this section we describe the various sources of data that underlie our investigation. 
First, we introduce each of four different types of data (the survey, the paradata, the 
administrative data, and the interviewer data) and then we provide some descriptive 
statistics for each. One contribution of this paper lies in the importance and topic of the 
underlying data. We use the largest survey in Europe concerning wealth - a sensitive 
topic. Additionally to the information about the household and the interviewer from the 
survey, we are able to introduce administrative information at the regional level. 
 
2.2.1 HFCS 

We use data generated in the Household Finance and Consumption Survey (HFCS) in 
Austria. All three waves are available and are repeated cross sections: 2010 (Albacete et 
al. (2012) and Fessler et al. (2012)), 2014 (Albacete et al. (2016) and Fessler et al. 
(2016)) and 2017 (Albacete et al. (2018) and Fessler et al. (2018)). The Austrian HFCS 
used stratified two-stage cluster sampling. The gross sample size in the first wave is 4436 
with a response rate of around 56%, in the second wave it is 6308 with a response rate of 
around 50%, and in wave 3 it is 6280 with a response rate of around 50% (see Figure 2).2 
The number of interviewers employed in the HFCS has decreased over the waves: 85 
during the first wave, 72 during the second wave and 70 during the third wave. All 
interviewers were specially trained. The training consisted of an all-day interactive 

 
2 The response rate is not defined for cases that were classified as ineligible because they were not 
part of the target population, as they were, for instance, addresses of companies, empty buildings, 
or second homes of households that could be reached via their main residence address. The 
number of ineligible cases was 163 in wave 1, 284 in wave 2, and 112 in wave 3. 
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workshop, which took place in different Austrian cities but with the same teachers before 
the start of the fieldwork. 
 

 
Notes: 

(i) This graph shows the proportions of households in the gross sample of each HFCS 

wave which participated in the survey (response), which were contacted by the 

interviewer (contact) and which cooperated with the interviewer given they were 

contacted (cooperation) 

(ii) Source: HFCS Austria 2010, 2014 and 2017, OeNB. 

Figure 2: Response behavior indicators of households in each wave 
 
The assignment of households to the interviewers was not random and followed mainly 
regional criteria: households living in a certain federal state (Bundesland) tended to be 
interviewed by interviewers living in the same region, in order to reduce costs due to the 
smaller distances between households and interviewers. 3  Figure 3 plots for each 
household the federal state (Bundesland) where the household is living and the region 
where the interviewer assigned to this household is living.4 In most cases both regions 

 
3 Within one region interviewers were assigned randomly chosen households. Thus, interviewers 
had no influence over the characteristics of households apart from the geographical information. In 
particular, the possibility to select “easy” households by the interviewer was excluded from the 
outset due to (1) the decision to exclude subsequent draws (substitute households) incentivising 
interviewers to use the strictly limited address material as efficiently as possible; (2) a 
performance-related payment system and the relatively high effort that was required from 
interviewers to participate in the survey in the first place; (3) the advice to area managers to avoid 
allocating new households to interviewers before they had made sufficient effort to survey the 
households they were assigned at the time; and (4) continuous postinterview expert data analysis 
of the datasets for households actually interviewed and those for households that refused to 
participate on a case-by-case basis making it possible to assess and optimize the success of 
interviewers in convincing households to participate (see Albacete et al., 2018 for more details). 
Only in some rare cases (less than 10% of the households) it happened that a household was 
reassigned to another interviewer than the original one. The main reasons were: unexpected 
interviewer drop outs due to illness or accident, re-contacting households that were difficult to 
reach or whose cooperation was difficult to achieve, redistribution of interviewer workload 
towards interviewers with free capacities. 
4 There are very few interviewers from the border region to Germany - denoted as F - that do 
conduct interviews in Austria. 
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coincide or at least are neighboring regions. This is relevant when choosing the model to 
estimate interviewer effects (see section 2.3). 
 

 
Notes: 

(i) This graph relates the federal state of each household in the HFCS gross sample to the 

federal state of the corresponding interviewer assigned to this household. 

(ii) The abbreviations stand for Vorarlberg (V), Tirol (T), Salzburg (Sa), Upper Austria 

(O), Carinthia (K),Styria (St), Burgenland (B), Lower Austria (N), Vienna (W), and 

foreign country, i.e. Germany, (F). 

(iii) As the data of this graph is categorical and many of the points would be on top of 

each other, making it impossible to tell whether the plotted point represented one or 

1,000 observations, spherical random noise has been added to the data in order to 

produce this graph and to avoid overprinting of the plotted points. 

(iv) Source: HFCS Austria 2010, 2014 and 2017, OeNB. Survey of Interviewers 2010, 

2014 and 2017, OeNB. 

Figure 3: Bundesland of households and their interviewers in each wave 
 
Furthermore, Figure 4 shows that the distribution of the number of households per 
interviewer has shifted to the right over the waves, a consequence of the larger gross 
sample and smaller number of interviewers. While the mean number of households per 
interviewer was 50 during the first wave, it increased to 84 during the second wave and 
even further to 88 during the third wave. While the minimum number of households per 
interviewer was 1 during the first and third wave and 4 during the second wave, the 
maximum was 205 during the first wave, 296 during the second wave and 358 during the 
third wave.5  
 

 
5 There are several possible explanations for an interviewer having a very low number of assigned 
households. For example, the interviewer may have stopped due to an unexpected illness or 
accident, or the interviewer may have been withdrawn by the survey administration if the quality 
criteria were not met. 
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Notes: 

(i) This graph shows the distribution of the number of households per interviewer across 

HFCS waves. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, OeNB. 

Figure 4: Number of households per interviewer in each wave 
 
Finally, Figure 5 shows the distributions of response rates of households per interviewer 
across waves. The dispersion of response rates seems to have decreased over time. This 
points towards a more interviewer independent performance. The experience of 
interviewers and the increase of it with the particular survey as well as improvements in 
the interviewer schooling might have impacted in such a way that performance in terms 
of unit non-response is less diverse. 
 

 
Notes: 

(i) This graph shows the distribution of response rates of households per interviewer 

across HFCS waves. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, OeNB. 

Figure 5: Response rate of households per interviewer in each wave 
 
Additionally to the HFCS data, we use the further information available for each HFCS 
wave, which includes paradata information on both, respondents as well as non-
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respondents (section 2.2) and match our data with regional administrative data on income 
(section 2.2). 
 
In addition, we use a detailed interviewer survey available for each HFCS wave including 
socioeconomic characteristics of the interviewers as well as big five personality traits 
(section 2.2). 
 
2.2.2 Survey paradata 

The HFCS Austria includes many different types of paradata information (Albacete and 
Schürz (2014)). This information is internally available only due to anonymization 
requirements. Table 1 shows a list of those paradata variables available in each wave for 
the HFCS gross sample, i.e. for both, respondents and non-respondents. One type of such 
paradata variables are those obtained before the interview, when interviewers were 
required to collect background information about the household to be interviewed - 
including those that ultimately did not participate in the survey. This paradata 
information could be obtained without actually entering a household’s residence or 
completing an interview: the interviewer’s assessment of the building and construction 
type, the geographical location (urban or rural area), the condition of the building, the 
residential area and special security measures. 
 
Another type of paradata information available in each wave for the HFCS gross sample 
is based on sample design information, like e.g. NUTS-3-region, municipality size class 
or enumeration district of the household’s main residence. Finally, also contact attempts 
information collected by the interviewers for each interview are available, like e.g. the 
date, time, type (e.g. personal or by telephone) and outcome (e.g. complete interview or 
ineligible address) of a contact attempt. 
 

 

Table 1: Paradata for respondents and non-respondents in the HFCS Austria 
 

Type of paradata Details 

Contact form Number of contact attempts 

type, date, time and outcome of every contact attempt 

Sample design variables NUTS-3-Region, municipality size class enumeration district 

Interviewer assessments Building 

construction type of the building 

geographical location of the building 

condition of the building 

condition of the building compared to other buildings in the neighbourhood 

residential area 

special security measures 

Notes: 

(i) This table shows the paradata variables of the HFCS Austria that are available for 

both respondents and non-respondents. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, OeNB (data not publicly available). 
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Descriptive statistics of the paradata variables in each HFCS wave can be found in the 
appendix (see tables A.1 to A.6). In general, these statistics also reflect the changes that 
took place over the waves regarding the oversampling of households in urban areas: 
while in wave 1 oversampling was done just for households living in Vienna, in waves 2 
and 3 oversampling was done for all households living in urban areas. Therefore, while 
only 40% of the households was living in a municipality with at least 50,000 inhabitants 
according to the wave 1 gross sample (see table A.2, “50 001 to 1m Inhabitants” and 
“More than 1m Inhabitants”), this proportion increases to 47% in the wave 3 gross 
sample (see table A.6). 
 
2.2.3 Administrative data 

We also use an income database based on wage tax data (Lohnsteuerstatistik) for all 
Austrian municipalities including the 23 districts of Vienna for the year 2011. This 
database includes the mean, median and 90th percentile of the income tax payers’ gross 
wages (leaving out self-employed), which are defined as all income received in a year, 
including supplementary payments and social security contributions. The dataset can be 
linked to the HFCS dataset via the municipality ID. See Moser and Schnetzer (2014) for a 
detailed description of the data. 
 
2.2.4 Interviewer Survey 

Each wave of the HFCS in Austria also entails the systematic collection of information 
on the interviewers involved (Albacete and Schürz (2013)). Just as in the case of the 
survey paradata described above, this information is not included in the user database due 
to anonymization requirements. Table 2 shows a list of the interviewer data variables. 
The information provided by the interviewers on a voluntary basis includes socio-
economic information (age, gender, education, region), employment status including 
work experience as an interviewer, personality-related indicators and the interviewers’ 
financial situation. The number of interviewers that participated in the Survey of 
Interviewers during the first HFCS wave was 72 out of 85 interviewers, during the 
second wave 55 out of 72, and during the third wave 70 out of 70. 6  Despite unit-
nonresponse in the first and second wave of the Survey of Interviewers, there are still a 
few core variables provided by the survey company that are observed for all interviewers, 
including those not participating in the survey. Both the high interviewer response rates 
and the robustness of the main results to restricting the interviewer regressors to the set of 
core variables observed for all interviewers (see section 3) suggest a low impact on the 
results of interviewer unit nonresponse in the Survey of Interviewers. 
 

 
6 During the third HFCS wave, the Survey of Interviewers experienced a change in the strategy of 
contacting interviewers compared to the previous waves that helped to increase the participation 
rate of interviewers: interviewers were no longer asked during the field phase to participate in the 
survey, but at the end of the interviewer training workshop. 

Table 2: Interviewer data in the HFCS Austria 
 

Type of interviewer data Details 

Sociodemographic characteristics Gender, age, region, migration background, marital status, education, parental 
education 
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Apart from unit-nonresponse, there is also some item-nonresponse, i.e. some interviewer 
not answering to certain variables. This has to be taken into account in the further 
analysis. Therefore, in the regressions we are going to interact each regressor containing 
missing values with a dummy variable indicating whether the observation of the regressor 
is missing or not. In the case of the interviewer income and net wealth variables, if 
information about bounds was provided by the interviewer, we impute the mean between 
the lower and upper bound (if both bounds were provided) or, we impute either the lower 
or the upper bound (if only one bound was provided). For these reasons, the impact on 
the results of interviewer item nonresponse in the Survey of Interviewers should also be 
limited. 
 
Descriptive statistics of the interviewer variables in each wave can be found in the 
appendix (tables A.7 to A.12). A comparison of the interviewer characteristics across 
waves shows that the average experience of HFCS interviewers (“Int experience in 
months”) has increased over the waves: while the mean number of months working as an 
interviewer was 83 among wave 1 interviewers (table A.7), this number increases to 96 
among wave 3 interviewers (table A.11). This was the case despite a decrease in mean 
age. Furthermore, on average, interviewers in wave 3 are less open to experience (“Int 
openness to experience points”), but more agreeable (“Int agreeableness points”) and 
conscientious (“Int conscientiousness points”) in terms of the Big Five personality traits 
which means that they are less inventive/curious, but more friendly/compassionate and 
efficient/organized (Gerlitz and Schupp, 2005). Finally, the proportion of female 
interviewers has significantly increased from 49% in wave 1 (table A.8) to 64% in wave 
2 (table A.10) or 59 % in wave 3 (table A.12). 
 
2.2 Estimation Strategy 

As mentioned before, our main goals are (1) to identify the amount of variation in 
household response behavior explained at the interviewer level and (2) to analyze the 
effect of interviewer characteristics and personality traits on household response 
behavior. 
 
In this framework the use of standard regression models is not appropriate, as the 
assumption of independence of all observations is violated due to the fact that 
observations from the same interviewer are generally more similar to each other than 
observations from different interviewers. For example, because of the use of regional 
criteria in the assignment of households to the interviewers (see section 2.2). Therefore, 
we use multilevel regression models (see Hox (1994) for details; we employ the same 
notation). 

Socioeconomic characteristics real estate ownership, employment, occupation, experience as an interviewer, 
experience with 

similar surveys, income, wealth 

Assessments trust, big five psychological profile (25 question battery), opinions on redistribution 
of income and wealth 

Notes: 

(i) This table shows the interviewer variables of the Survey of Interviewers. 

(ii) Source: Survey of Interviewers 2010, 2014 and 2017, OeNB (data not publicly 

available). 
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In contrast to the standard logistic regression model we assume that each interviewer j 
has a different intercept coefficient 𝛽0𝑗:7 
 
        (1) 
 
where 𝑋𝑝𝑖𝑗

 are 𝑃  explanatory variables (𝑝 =  1. . . 𝑃) at the respondent level and 𝑒𝑖𝑗  is 

assumed to have a standard logistic distribution with mean zero and variance 𝜎𝑒
2 =

𝜋2

3
 . 

The binary responses 𝑌𝑖𝑗 are determined via the usual threshold model: 
 

       (2) 
 
Furthermore, we explain the variation of the intercept coefficient by: 
 
       (3) 
 
where 𝑍𝑞𝑗  are 𝑄 explanatory variables (𝑞 =  1. . . 𝑄) at the interviewer level and 𝑢0𝑗  is 
assumed to have a Normal distribution with mean zero and variance 𝜎𝑢0

2 . After 
substituting 3 into 1 we obtain a single complex regression equation (”random-intercept 
model”) with a fixed and a random part: 
 
     (4) 
 
with 𝑢0𝑗 being assumed to be independent from 𝑒𝑖𝑗. 
 
This model can also be used to produce an estimate to express the amount of dependence 
of observations on interviewers (goal 1 from above). It indicates the proportion of the 
variance explained by the interviewer grouping structure and is called intraclass 
correlation coefficient: 
 

        (5) 
 
 

3. Results 

 
Some descriptive statistics of the mean response rates of households across interviewer 
and household characteristics can be found in the appendix (see tables A.13 to A.18) and 
are not discussed in this paper. 
 
We estimate a two-level random-intercept logistic regression model (see section 2.3) to 
explain household response in dependence of various specifications for explanatory 

 
7 The slope coefficient 𝛽𝑝 is assumed to be the same for each interviewer 𝑗. 
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variables at respondent and interviewer level. 8  We use a total of nine different 
specifications in order to investigate different aspects of interviewer effects: 
 
Specification 1: only the constant, no variables 
Specification 2: specification 1 plus basic variables at the respondent level (dwelling 
type, dwelling location, dwelling surrounding, state, municipality size and mean 
municipality wage) 
Specification 3: specification 2 plus basic variables at the interviewer level (gender, age, 
state, education, experience in months as an interviewer, experience with similar surveys) 
Specification 4a: specification 3 plus further variables at the interviewer level describing 
the labor status 
Specification 4b: specification 3 plus further variables at the interviewer level describing 
the marital status 
Specification 4c: specification 3 plus further variables at the interviewer level describing 
the migration background 
Specification 4d: specification 3 plus further variables at the interviewer level describing 
the homeownership status 
Specification 4e: specification 3 plus further variables at the interviewer level describing 
the personality (trust and Big Five personality traits) 
Specification 4f: specification 3 plus further variables at the interviewer level describing 
the economic resources (interviewer’s household income and net wealth) 
 
Tables A.19 to A.21 in the appendix show the estimation results of these regression 
models for each wave and table 3 shows them for a sample where the three waves have 
been pooled in order to improve the identifiability of the model. The latter model also 
includes wave dummies (“Survey Vintage”) in order to control for differences in survey 
vintage. Table 3 shows that some statistically significant interviewer effects exist. For 
example, home-ownership by the interviewer (“Int not homeowner”) has a positive effect 
at the 5%-significance -level on mean household response propensity. Similarly, mean 
response propensity increases at the 5%-significance -level when interviewers are 
married (“Int not married”). Furthermore, having a university degree (“Upper/Post 
Secondary ”) is propense at the 5%-significance -level to obtain household response in 
comparison to having only a secondary degree. We also find a positive effect at the 10%-
significance-level of interviewer personality on household response for interviewers who 
are less open to experience (“Int openness points”). According to McCrae and Costa 
(1997), those are individuals who are pragmatic, unemotional, and conservative. No 
statistically significant effects at the 10%-significance-level can be found for interviewer 
age, gender or experience (at most in certain waves). However, another experience 
measure, a respondent level variable, is found to be statistically significant at the 5%-
level. It is a continuous sequential number of the interview conducted within each 
interviewer (“Hh interview order”). An interviewer's first completed interview is assigned 
the value “1,” her second completed interview is assigned the value “2,” and so on. We 
find that the higher the experience over the course of the interviewing field period the 
higher the response propensities of the households. 
 

 
8 Please note that although one of our explanatory variables (regional income from the income 
database) is measured at a third level (namely the level of municipality), we employ it in our 
model as a respondent level explanatory variable, as we want to focus on the interviewer and 
respondent levels. 
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The social environment of the household is found to have highly statistically significant 
effects on the propensity to respond. Table 3 shows that a higher mean wage in the 
household’s municipality (“Mun mean wage”) decreases the propensity of household 
response at the 1% significance level. Other factors that are negatively related to 
household response propensity are when the household’s dwelling type is an individual 
house instead of an apartment, or when the household’s dwelling is located down town 
instead of in the countryside (both at the 1%-significance level). 
 

Table 3: Random-intercept logistic regression estimation of household response (all 
waves) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 
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running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, Survey of Interviewers 2010, 2014 and 

2017, OeNB (data not publicly available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 

Table 3 (continued): Random-intercept logistic regression estimation of household 
response (all waves) (continued) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 
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Furthermore, table 3 also shows the estimates of the intraclass correlation coefficient, a 
measure for the dependence of household observations on the interviewers (see section 
2.3). It can be estimated with the help of the estimation results of the regression model 
and explains how much of the variance in household response can be explained by the 
interviewer grouping structure in the household sample, lying between 0 (no dependence) 
and 1 (complete dependence). When using the sample where the three waves have been 
pooled together, this coefficient shows some degree of interviewer dependence in all 
specifications (see table 3). In specification 1, without controlling for any explanatory 
variables, the interviewer grouping structure explains one fifth of the variance in 
household response. The more variables are used to explain household response the more 
decreases the intraclass correlation coefficient: for example, when controlling several 
interviewer variables in specification 4e, the remaining proportion of interviewer 
variance in household response, which is not explained by the model, amounts to 0.143. 
 
The intraclass correlation coefficient estimate (“icc2”) decreases over the waves going 
from 0.324 in wave 1 to 0.201 in wave 2 and finally to only 0.0696 in wave 3 (see Figure 
6 and tables A.19 to A.21 in the appendix). This means that the weight of the interviewer 
grouping structure in the sample to explain variance in household response has decreased 
quite strongly in each wave. 
 

 
Notes: 

(i) This graph shows the intraclass correlation coefficient estimated with the help of the 

multilevel regression model for each specification and for each wave. The coefficient 

explains how much of the variance in household response can be explained by the 

interviewer grouping structure in the household sample and lies between 0 (no 

dependence) and 1 (complete dependence). 

(ii) Source: HFCS Austria 2010, 2014 and 2017, Survey of Interviewers 2010, 2014 and 

2017, OeNB (data not publicly available). 

Figure 6: Intraclass correlation coefficient estimate across model specifications in each 
wave 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, Survey of Interviewers 2010, 2014 and 

2017, OeNB (data not publicly available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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Given that the survey administration, the interviewer training and even the sample design 
remained stable over the waves, a possible explanation could be related to the higher 
experience of interviewers observed over the waves in section 2.2. The variance for low-
experience interviewers may be higher than that for high-experience interviewers because 
low-experience interviewers may choose among many more different strategies to obtain 
the participation of households in the survey, while high-experience interviewers might 
have a more homogeneous strategy that has stood the test of time to obtain household 
participation. 
 
We check this hypothesis by fitting a model of mean response rate of households per 
interviewer on several interviewer level variables over the sample of interviewers using 
OLS and by plotting the least-squares residuals against the months of experience of the 
interviewers. This plot is shown by Figure 7 and supports our hypothesis about a 
relationship between interviewer experience and the residuals: the variance for low-
experience interviewers seems to be higher than that for high-experience interviewers. A 
likelihood-ratio test for heteroskedasticity results in a 𝜒2(1)  statistic of 21.68 and 
confirms that this relationship is statistically significant.9 
 

 
Notes: 

(i) This graph shows the least-square residuals of a model of mean response rate of 

households per interviewer on several interviewer level variables against the interviewer 

experience in all waves. 

(ii) Source: HFCS Austria 2010, 2014 and 2017, Survey of Interviewers 2010, 2014 and 

2017, OeNB (data not publicly available). 

Figure 7: Least-square residuals versus interviewer experience 
 
However, there may be other omitted factors that explain the decline over waves in the 
estimate of the intraclass correlation. Such an analysis goes beyond the scope of the paper 
and is left for future research. 
 

 
9 Note that this does not contradict the previous regression result showing no impact of experience 
on response rates. While interviewer experience is not found to have an impact on the mean 
response rate (Table 3), it is found to have an impact on the variance of the response rate (Figure 
7). 
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4. Conclusion 

 
Our multilevel benchmark model shows that the proportion of the variation in response 
behavior that can be explained at the interviewer level has decreased from about one third 
in the first wave of the wealth survey to about 7% in the third wave. This result seems to 
be related to the higher experience of interviewers observed over the waves: the variance 
for low-experience interviewers may be higher than that for high-experience interviewers 
because low-experience interviewers may choose among many more different strategies 
to obtain the participation of households in the survey, while high-experience 
interviewers might have a more homogeneous strategy that has stood the test of time to 
obtain household participation. 
 
Interviewer characteristics found to be positively related to household response are 
having a university degree, being married, being homeowner, or having a less open 
personality. Neither age, nor gender nor experience are found to have a statistically 
significant effect on mean household response. At the same time regional characteristics 
and paradata on the dwelling location and neighborhood are significantly related to 
survey participation of the sample units. Using random intercept models, we find a highly 
significant negative correlation between survey participation and mean wage in the 
sample unit’s municipality. Dwellings located in downtown (vs. countryside) also 
decrease response propensity. 
 
The results found show the importance of taking into account the mechanisms that 
produce interviewer effects in statistical analysis of survey results. In the Austrian HFCS, 
for example, this information is incorporated in the weight variable which is constructed 
by using information on interviewer effects on nonresponse (see Albacete et al., 2018). 
However, to the best of our knowledge this has not yet been applied by the other 
countries taking part in the HFCS. Thus, for future waves of the HFCS we recommend 
the other countries to collect information on the interviewers of their survey, either 
through the implementation of an interviewer survey or through obtaining already 
available administrative data via the survey company, and to use this information when 
constructing the nonresponse and survey weights to correct for unit-nonresponse bias. 
Further ways discussed in the literature (see (Kreuter, 2008)) to reduce ex ante 
interviewer effects can be: 
 
(1) Interviewers and respondents could be deliberately matched in ways known to 
reduce bias if the biasing effect of an interaction among observable interviewer 
characteristics, question content, and respondent characteristics is well understood. 
However, this might not be feasible because respondent characteristics may not be known 
in advanced or legal restrictions may prevent hiring interviewers based exclusively on 
observable characteristics. Therefore, random assignment of respondents to interviewers 
is therefore often a good alternative. 
(2) Interviewer training can help to reduce the variability in interviewer behavior 
(e.g. explain question-and-answer process to the respondent, motivate the respondent to 
provide high quality answers, read questions exactly as worded, probe nondirectively, 
record answers without interpretation, paraphrasing, or any additional inference about the 
respondent‘s opinion or behavior) 
(3) Organizational parameters can be set in such a way that they reduce the 
likelihood of interviewer effects (e.g. supervising interviewers and monitoring their 
behavior, designing the interviewer reward system to reward not only a high number of 
cases but also a high-quality, reducing the interviewer workload) 
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Appendix 

 

 

 

Table A.1: Descriptive statistics of continuous household variables (wave 1) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 

household variables, additionally decomposing them into between (interviewers) and 

within (interviewers) components. 

(ii) Source: HFCS Austria 2010, OeNB (data not publicly available). 

Table A.2: Descriptive statistics of categorical household variables (wave 1) 

 
Notes: 

(i) This table shows absolute and relative frequencies of the categorical household 

variables and decomposes them into between (interviewers) and within (interviewers) 

components. 

(ii) Source: HFCS Austria 2010, OeNB (data not publicly available). 

Table A.3: Descriptive statistics of continuous household variables (wave 2) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 
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household variables, additionally decomposing them into between (interviewers) and 

within (interviewers) components. 

(ii) Source: HFCS Austria 2014, OeNB (data not publicly available). 

Table A.4: Descriptive statistics of categorical household variables (wave 2) 

 
Notes: 

(i) This table shows absolute and relative frequencies of the categorical household 

variables and decomposes them into between (interviewers) and within (interviewers) 

components. 

(ii) Source: HFCS Austria 2014, OeNB (data not publicly available). 

Table A.5: Descriptive statistics of continuous household variables (wave 3) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 

household variables, additionally decomposing them into between (interviewers) and 

within (interviewers) components. 

(ii) Source: HFCS Austria 2017, OeNB (data not publicly available). 
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Table A.6: Descriptive statistics of categorical household variables (wave 3) 

 
Notes: 

(i) This table shows absolute and relative frequencies of the categorical household 

variables and decomposes them into between (interviewers) and within (interviewers) 

components. 

(ii) Source: HFCS Austria 2017, OeNB (data not publicly available). 

Table A.7: Descriptive statistics of continuous interviewer variables (wave 1) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 

interviewer variables. 

(ii) Source: Survey of Interviewers 2010, OeNB (data not publicly available). 
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Table A.8: Descriptive statistics of categorical interviewer variables (wave 1) 

 
Notes: 

(i) This table shows absolute and relative frequencies of the categorical interviewer 

variables. 

(ii) Source: Survey of Interviewers 2010, OeNB (data not publicly available). 
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Table A.9: Descriptive statistics of continuous interviewer variables (wave 2) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 

interviewer variables. 

(ii) Source: Survey of Interviewers 2014, OeNB (data not publicly available). 
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Table A.10: Descriptive statistics of categorical interviewer variables (wave 2) 

 
Notes: 

(i) This table shows absolute and relative frequencies of the categorical interviewer 

variables . 

(ii) Source: Survey of Interviewers 2014, OeNB (data not publicly available). 
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Table A.11: Descriptive statistics of continuous interviewer variables (wave 3) 

 
Notes: 

(i) This table shows means, standard deviations, minima and maxima of the continuous 

interviewer variables. 

(ii) Source: Survey of Interviewers 2017, OeNB (data not publicly available). 

Table A.12: Descriptive statistics of categorical interviewer variables (wave 3) 
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Notes: 

(i) This table shows absolute and relative frequencies of the categorical interviewer 

variables. 

(ii) Source: Survey of Interviewers 2017, OeNB (data not publicly available). 

Table A.13: Mean response rate of households per interviewer across interviewer 
characteristics (wave 1) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households per interviewer 

and its standard error across interviewer characteristics. 

(ii) Source: HFCS Austria 2010, Survey of Interviewers 2010, OeNB (data not publicly 

available). 
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Table A.14: Mean response rate of households across household characteristics (wave 1) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households and its standard 

error across household characteristics. 

(ii) Source: HFCS Austria 2010, OeNB (data not publicly available). 
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Table A.15: Mean response rate of households per interviewer across interviewer 
characteristics (wave 2) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households per interviewer 

and its standard error across interviewer characteristics. 

(ii) Source: HFCS Austria 2014, Survey of Interviewers 2014, OeNB (data not publicly 

available). 
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Table A.16: Mean response rate of households across household characteristics (wave 2) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households and its standard 

error across household characteristics. 

(ii) Source: HFCS Austria 2014, OeNB (data not publicly available). 
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Table A.17: Mean response rate of households per interviewer across interviewer 
characteristics (wave 3) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households per interviewer 

and its standard error across interviewer characteristics. 

(ii) Source: HFCS Austria 2017, Survey of Interviewers 2017, OeNB (data not publicly 

available). 
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Table A.18: Mean response rate of households across household characteristics (wave 3) 

 
Notes: 

(i) This table shows the distribution of mean response rate of households and its standard 

error across household characteristics. 

(ii) Source: HFCS Austria 2017, OeNB (data not publicly available). 
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Table A.19: Random-intercept logistic regression estimation of household response 
(wave 1) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2010, Survey of Interviewers 2010, OeNB (data not publicly 

available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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Table A.19 (continued): Random-intercept logistic regression estimation of household 
response (wave 1) (continued) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2010, Survey of Interviewers 2010, OeNB (data not publicly 

available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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Table A.20: Random-intercept logistic regression estimation of household response 
(wave 2) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2014, Survey of Interviewers 2014, OeNB (data not publicly 

available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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Table A.20 (continued): Random-intercept logistic regression estimation of household 
response (wave 2) (continued) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2014, Survey of Interviewers 2014, OeNB (data not publicly 

available), Lohnsteuerstatistik 2011. 
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(iii) * p<0.10, ** p<0.05, *** p<0.01 

Table A.21: Random-intercept logistic regression estimation of household response 
(wave 3) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2017, Survey of Interviewers 2017, OeNB (data not publicly 

available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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Table A.21 (continued): Random-intercept logistic regression estimation of household 
response (wave 3) (continued) 

 
Notes: 

(i) This table shows the regression and intraclass correlation coefficient estimates of 

running a random-intercept logistic regression of household response. 

(ii) Source: HFCS Austria 2017, Survey of Interviewers 2017, OeNB (data not publicly 
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available), Lohnsteuerstatistik 2011. 

(iii) * p<0.10, ** p<0.05, *** p<0.01 
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