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Abstract 

The Representativeness Index (RI) is a measure of how much the observed sample 
represents its population. It is a min-max normalized index and a distribution-free measure. 
There has been little empirical validation that a balanced sample is associated with a 
representative sample. Here, we investigate the relationship between the RI and the 
balanced sample by simulating sampling from uniform distribution and normal 
distribution. We quantify the quality of the balanced sample based on its mathematical 
definition, comparing the sample mean with the population mean for a variable of interest. 
Then, we propose a length-biased correction to a simple random sampling distribution to 
improve the RI. The length-biased distribution, the limiting distribution of spread in a 
renewal process, weights the density function at each x by its length x. Lastly, we 
demonstrate how much the proposed length-biased correction to a simple random sample 
improves the RI using the 2010 Sample Redesign Primary Sampling Units for the 
American Housing Survey, Current Population Survey, and Survey of Income and Program 
Participation. 
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1. Introduction 

 
Sample representativity is important for statistical inference in terms of precision and 
statistical power (Martínez-Mesa, González-Chica, Duquia, Bonamigo, & Bastos, 2016). 
Sampling bias or non-response bias can cause the lack of sample representativity. Bertino 
(2006) proposed a univariate measure of sample representativity for inferential purposes. 
This representativeness index is a distribution-free measure based on the Smirnov – Cramér 
– Von Mises statistic. It has been utilized to select the best parametric distribution for 
inequality measures in economic studies (Kpanzou, Tertius, & Lo, 2017).  
 
Hájek (1981) connected sample representativity with the estimation of population 
parameters by pairing a sampling design and an estimator. If the population parameter can 
be estimated from a sample without bias and with a null variance, this sample is 
representative. This definition is similar to the definition of a balanced sample, where the 
estimated total from a sample is equal to the population total (Yates, 1953). Although we 
can conjecture that sample representativity is associated with a balanced sample, there is 
little empirical validation. Both sample representativity and balanced sample has been 
interchangeably used with ambiguity.  
 
The main goal of this study is to assess the relationship between sample representativity 
and balanced sampling by Monte Carlo simulation. We utilize Bertino’s measure to 
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evaluate sample representativity against the balanced sample equation to study their 
relationship. We also use these measures to evaluate the 2010 Sample Redesign Primary 
Sampling Units (PSUs) to see whether the US Census Bureau Demographic Surveys’ PSU 
samples are representative and balanced for selected demographic characteristics over 
time. 
 
The organization of this article is as follows. Section 2 describes our methodology to 
evaluate the relationship between sample representativity and balanced sampling. Section 
2.1 and Section 2.2 present Bertino’s measure for sample representativity and the definition 
of a balanced sample, respectively. Section 2.3 and Section 2.4 review the 2010 Sample 
Redesign demographic surveys and their sampling methods. In Section 2.5, we propose a 
length-bias correction distribution to the simple random sampling (SRS) method to 
improve the sample representativity. Section 3 provides our simulation results. Section 3.1 
shows Monte Carlo simulation results for the relationship between balanced sample and 
sample representativity under the standard uniform and the standard normal distributions. 
Section 3.2 compares the cumulative probability distribution from probability proportional 
to size (PPS) to the cumulative probability distribution from the length-bias correction 
distribution to SRS. Section 3.3 computes Bertino’s measures for the 2010 Sample 
Redesign PSUs samples. Finally, Section 4 reflects on our results. 
 

2. Methodology 

2.1 Representativeness Index 

We measure sample representativity with the Representativeness Index (RI) proposed by 
Bertino (2006). The RI is defined by  

𝑅(𝒙, 𝐹) = 1 −
12𝑛

4𝑛2 − 1
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where 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛) denotes a random sample of size n of random variable 𝑋 with 
a cumulative distribution function 𝐹(∙) and r a rank for a given sample value x such that 
𝑥(1) <  𝑥(2) … < 𝑥(𝑛). This index is based on the Smirnov – Cramér – Von Mises test 
statistic, a goodness of fit test statistic comparing a sample distribution and a population 
distribution. With this index, we can interpret how much of the observed sample represents 
its population distribution. It is also min-max normalized such that 0 ≤ 𝑅(𝒙, 𝐹) ≤ 1. If the 
sample distribution is close to the population distribution and exhibits the population’s 
characteristics fully, its representativeness index is close to one. If not, it is close to zero. 
 
2.2 Balanced Sampling 

A balanced sample is mathematically defined (Valliant, Dorfman, & Royall, 2000; Yates, 
1953). Consider a sample 𝑠 that is a subset of a finite population 𝑈. In our study, we 
consider the totals for the key variables of interest for each survey and our PSUs have 
inclusion probabilities  𝜋𝑖 of being selected. Thus, we used  𝜋𝑖-balanced sample definition 
as the following: 

∑
𝑥𝑖

 𝜋𝑖
𝑖∈𝑠

= ∑ 𝑥𝑖

𝑖∈𝑈

 . 

The sample 𝑠 satisfying the above equation is called a  𝜋𝑖-balanced sample. We call the 
above equation a balancing equation. The left side is an estimate of the total for the 
characteristic of interest derived from a sample and the right side is the population total. 
The balancing equation can be generalized to the k-th order by the following: 
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Using the above balancing equation, we compare the total sample estimates for the key 
survey variables with the corresponding population totals. Then we compute the relative 
errors by dividing the difference of the two totals by the population total.  
 

2.3 The 2010 Sample Redesign 

The 2010 Sample Redesign is the U.S. Census Bureau program that selected and 
disseminated updated samples for a number of demographic surveys based on the 2010 
Census, American Community Survey (ACS) and administrative records (Nguyen & 
Gerstein, 2011). We are interested in evaluating whether a sample of Primary Sampling 
Units (PSUs) from the 2010 Sample Redesign are representative samples compared to the 
current demographic characteristics and projecting forward a decade. In our study, we 
consider the American Housing Survey (AHS), the Current Population Survey (CPS) and 
the Survey of Income and Program Participation (SIPP). We select the following key 
variables for each survey: the number of tenured housing units for AHS; total 
unemployment level for CPS; and total poverty level for SIPP. Since we do not have 
population totals for the key variables, we used the ACS 5-year estimates as proxies of the 
population totals for all surveys’ key variables. 
 
2.4 Probability Proportional to Size Sampling (PPS) 

The 2010 Sample Redesign uses a two-stage sample design requiring selection of a sample 
of PSUs using the PPS method in the first stage. Let 𝑚ℎ𝑖 denote the measure of size for 
PSU i in the cluster ℎ and 𝑀ℎ  the measure of size of the cluster ℎ. Then the selection 
probability of PSU i that belongs to the cluster ℎ, denoted by  𝜋ℎ𝑖, is computed by 𝑚ℎ𝑖 𝑀ℎ⁄ . 
Since ∑ ∑  𝜋ℎ𝑖𝑖ℎ = 𝑛 , we need to normalize the probability mass function 𝑓( 𝑥ℎ𝑖) =
  𝜋ℎ𝑖 𝑛⁄  for the RI computation under the PPS, where 𝐹(𝑥) = ∑ 𝑓( 𝑥ℎ𝑖)(𝑖,ℎ)∈𝑠, 𝑥ℎ𝑖≤𝑥 . 
 
2.5 Length-bias Correction to Simple Random Sampling (SRS) 

Suppose that we randomly select one student from a certain school. Then the family size 
of the randomly selected student tends to be stochastically larger than that of a regular 
family. This tendency is known as the inspection paradox or length-bias correction or 
limiting distribution of spread in a renewal process (Ross, 2003). The intuitive idea is that 
a random selection is more likely to occur to a student with a large family size than a small 
one. This is reflected by biasing the probability mass function at each 𝑥 by its size 𝑥. We 
can improve the RI by applying the length-bias correction to SRS. Under the SRS, 
probability mass function 𝑓(𝑥) becomes 1 𝑛⁄ . The length-bias correction to SRS updates 
the 𝑓(𝑥) with 𝑥𝑓(𝑥) 𝐸(𝑋)⁄ , where 𝐸(𝑋) is the expected value of a random variable 𝑋. 
 

3. Results 

 
3.1 Relationship between Representativeness Index and Balanced Sample 

Figure 1 displays the relationship between sample representativity and balanced sampling 
with 10,000 simulation runs under the Uniform (0, 1) and standard normal distributions. It 
shows that there is an explicit relationship between the representativeness index and 
sampling error. If a sample distribution resembles the population distribution, its 
representativeness index is very close to 1 and yields a very small bias in estimation. If a 
sample is not representing a population fully, then its representativeness index moves away 
from 1 and yields a large bias in estimation. As the sample size increases, the RI improves, 
the bias decreases, and their relationship is clearer.  
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Figure 1: Plots of representativeness index (RI) against absolute value of bias for Uniform (0, 1) and standard 
normal distributions. Each plot shows 10,000 simulation runs for the sample size of 10, 30 and 50, respectively. 
X-axis shows the absolute value of difference between population mean and sample mean, and Y-axis shows 
the representativeness index for each selected samples. Green, orange, and blue points are for sample size 10, 
30, and 50, respectively.  

 
3.2 Comparison of Length-bias Correction to SRS and PPS  

In two stage PPS sampling, the larger clusters have a higher chance of selection in the first 
stage. It is conceptually similar to the length-bias correction to SRS as the probability of 
randomly being selected sample depends on the value of a variable. 
 
Figure 2 shows the cumulative probability distributions of three different sampling 
methods - PPS, SRS and length-bias correction to SRS – for the number of tenured housing 
units for the AHS survey. It confirms that PPS and length-bias correction to SRS methods 
yield similar probability distributions while SRS method overestimates. PPS sampling 
requires us to know the measure of sizes for each cluster in advance so that we can compute 
the corresponding sampling weights. The length-bias correction to SRS can be a quick but 
useful heuristic correction when the measure of sizes for each cluster is not available. 
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Figure 2: Comparison of cumulative distribution function from different sampling method. It displays the 
distribution of the number of tenured housing units from 2012-2016 ACS 5-year estimates. The solid, dotted, 
and dashed lines show the cumulative probability distributions from PPS, SRS, and length-bias correction to 
SRS, respectively. 

 
3.3 Evaluation for the 2010 Sample Redesign PSUs  

Figure 3 displays the national-level representativeness index results with three different 
sampling methods for the AHS, CPS and SIPP surveys from 2011 to 2016. With the PPS 
sampling method, all survey’s representativeness indexes were close to 1. Based on the 
simulation study results in Section 3.1, we can interpret that the 2010 Sample Redesign 
PSUs are balanced samples even though there has been some demographic changes in the 
population since 2010. We also performed the sub-national level analysis and the overall 
median representativeness indexes were near 0.95 for all surveys (data not shown in the 
article). As we showed in Section 3.2, the length-bias correction to SRS improved the RI 
value significantly in Figure 3.  
 
Finally, we computed relative errors by dividing the absolute differences of the survey 
sample estimates from population estimates by the population estimates to evaluate our 
sample PSUs. Note that the population estimates are the ACS 5-year estimates at the 
national level and the sample estimates are derived from the sampled PSUs. For the 
national-level analysis, relative errors were within 3.5 percent for the three surveys. The 
overall median for relative errors at the sub-national-level was 1.7 percent (data not shown 
in this article). 
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Figure 3: Evaluation of 2010 Sample Redesign PSU Sample for American Housing Survey (AHS), Current 
Population Survey (CPS), and Survey of Income and Program Participation (SIPP). We consider the number 
of tenured housing units for AHS; unemployment level for CPS; poverty level for SIPP from the ACS 5-year 
estimates. Each plot displays the RI over time from 2011 to 2016 for the three different sampling methods. ● 
shows the RI for 2010 Sample Redesign Sampling method - PPS; ○ length-bias correction (LBC) to SRS; ▲ 
SRS.  

 
4. Concluding Remarks 

 
We presented that sample representativity is highly associated with balanced sample from 
the simulation study. We observed the similar relationship for various distributions 
including exponential and chi-square distributions (data not shown in the article). 
Accordingly, if a sample gives a high representativeness index value, we can interpret that 
this sample is a highly balanced sample. The 2010 Sample Redesign PSUs demonstrated a 
very high representativeness index value for the AHS, CPS and SIPP surveys even in the 
presence of changing demographic characteristics in the population over time. We also 
proposed the length-bias correction to SRS method to improve the utility of the 
representativeness index for SRS. Note that Bertino’s (2006) representativeness index 
played an important role in our study. However, this index is a univariate measure. As a 
further study, we can explore the extension of this index to a multivariate measure and 
investigate if the relationship between the sample representativity and balanced sample is 
valid for multivariate measure. 
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