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  The USDA’s National Agricultural Statistics Service (NASS) is exploring sampling approaches 
that incorporate coordination of multiple samples drawn within a year across the population in an 
effort to control respondent burden. Most of these sampling techniques, including both design-
based and model-based approaches, utilize permanent random numbers (PRN) for the purpose of 
limiting the amount of overlap within a survey or between different surveys to help reduce 
respondent burden. However, there is little published discussion of the comparative effectiveness 
of PRNs when used with design-based and model-based approaches or combinations of these two 
at NASS.  A simulation study investigates different sampling strategies (sampling design and 
estimator) for limiting overlap that utilize design-based and/or model-based inferences.  
Simulations are based on data from several USDA surveys. 
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1. Introduction
  Response rates among surveys conducted by government agencies have been declining.  
Reasons include people refusing to respond to surveys (refusals) and failure to make contact with 
potential respondents.  In an ongoing effort to identify ways of improving response rates, the 
National Agricultural Statistical Services (NASS) of the USDA set up a Response Rate Research 
team (RRRT) consisting of several subteams. A subteam of the RRRT reviewed sampling 
techniques currently in use by NASS and by other federal statistical agencies and also surveyed 
the literature on coordination of sample surveys to reduce sample overlap (unintended repeat 
selection of the same unit across multiple surveys). 

  Respondent burden has long posed problems for sample surveys, from an early citation 
(Chapin, 1920) to a contemporary publication (Fricker et al., 2011). The burden on the 
respondent can influence how or whether an individual responds to a survey and can impact the 
quality of the final statistical outputs (Jacqui, 2012).  While the definition of respondent burden 
is multidimensional, the aspect studied here is repeated selection and respondent burden is 
defined here as the number of times an individual unit is selected to participate in surveys.  The 
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focus of this study is on methods for coordination of surveys to control the overlap among 
samples. 

A variety of sampling techniques to handle respondent burden have been developed for use with 
design-based and with model-based sampling approaches.  The most common techniques include 
those based on permanent random numbers (PRNs), methods using collocated PRNs (CRNs) and 
those using a coordination function. 

PRNs were first introduced by Fan, Muller and Rezucha (1962). PRNs are widely used with 
different sampling approaches. Jales technique was applied to the Statistics Sweden business 
registry (Ohlsson, 1992). Bailey and Kott (1997) used PRNs with Multivariate Probability 
Proportional to Size (MPPS).  At the USDA, the Economic Research Service (2016) uses PRNs 
in conjunction with Sequential Interval Poisson Sampling (SIP).    

For simultaneous selection of samples from multiple surveys, Ernst and Casady (2000), and 
Butani et al. (2000) used (evenly spaced) CRNs to minimize the overlap. A coordination function 
(Guggemos, Fabien and Sautory, 2012) uses a pre-defined function to transform PRNs without 
drastically altering the original design to meet a conditional criterion for coordination.  

Two simulation studies were designed to evaluate the performance of a coordination function. 
The first compares its use with different sample designs: Simple random sampling (SRS), PPS 
and a combination of SRS with PPS. The second study evaluates its contribution when combined 
with SIP.  

This paper is structured as follows:  Section 2 discusses PRNs and CRNs as these are used at 
NASS; Section 3 describes the sampling techniques in two major NASS surveys; and Section 4 
gives a detailed discussion of the coordinating function studied here.  Section 5 describes the 
simulation studies and presents results evaluating the performance of the coordination function; 
summary and discussion appear in Section 6. 

2. Technique to reduce respondent burden
2.1 Respondent burden 
A large number of surveys are conducted by organizations and government agencies every year. 
Some businesses or individuals may only receive one survey in a year, while others receive 
numerous survey requests.  From the perspective of the businesses or individuals, these survey 
requests are burdensome because they incur costs and take up time with no benefit received in 
return.  From the survey organizations’ perspective, adequate survey responses are important to 
the quality of the final statistical outputs.  A trade-off therefore exists between the survey 
demands and the need for quality statistics (Jacqui, 2012).  Fricker et al. (2011) concludes that 
the lower the respondent burden the higher the quality of statistics. 
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  Researchers and practitioners often rely on loose definitions of burden, or continue to employ 
the interview length as a proxy measure of burden (Sharp et al. 1983). Bradburn’s (1978) 
concept of burden is multidimensional and reflects the influences of interview length, efforts 
required of respondents, the frequency of interviews, and the amount of stress on respondents.  
Bradburn suggested several possible factors that could influence respondents’ perceptions of the 
survey task (e.g., interest in survey topic), but only a handful of studies have tried to assess 
respondents’ attitudes and subjective reactions and then examine their impact on burden (e.g., 
Sharp and Frankel, 1983; Hedlin et al., 2005; Fricker et al., 2011).  All but the first of these 
factors are related to the number of times an individual is selected to participate in a survey.  
This paper measures this aspect of respondent burden as the number of times an individual is 
selected to participate in a survey. The focus here is on methods for coordination of surveys and 
on limiting sample overlap while maintaining statistical properties of the survey design. 

2.2 PRNs and CRNs 
2.2.1 Equal probability sampling 
  A simple random sample without replacement of size n from a population of size N can be 
drawn by associating a random number, uniformly distributed over the interval (0, 1) to each unit 
in the population.  After ordering the random numbers, the first n are selected for the sample.   
  With PRNs, each unit is associated with the same random number permanently over all surveys.  
New businesses (births) are assigned new random numbers and closed-down (deaths) are 
withdrawn from the register.  This is especially efficient when multiple samples are considered 
simultaneously, and when newly rotated-in units and obsolete records are considered (Ohlsson 
(1992) and Cox at el (1995). 

Figure 1:  Sample coordination 

  Figure 1 (adapted from Ohlsson (1992)) shows an illustration of positive and negative 
coordination. A fixed starting point is chosen for each of two surveys (𝑎1, 𝑎2). A unit is selected 
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for sampling if its PRN falls into the range of the first n smallest PRNs starting from a starting 
point (𝑎𝑗).  Coordination is negative when the starting points {𝑎𝑗} are distant from each other and 
positive when they are close together.  
  It can be difficult to make judicious choices for 𝑎1 and subsequent starting points, especially for 
small populations, in the presence of large gaps between PRNs or in cases where the PRNs 
clump. CRNs address this difficulty by transforming the assigned PRNs to equally spaced points. 
To accomplish this, each PRN is connected to a percentile rank which is left shifted by 𝜀/sample 
size drawn from U(0, 1). Samples are selected from these CRNs as described above for PRNs. 
  This approach is especially efficient for relatively small populations. Ernst and Casady (2000) 
show in a simulation that for a sample size greater than 20, the performance of PRNs and of 
CRNs is similar. 

2.2.2 Unequal probability sampling 
  Poisson sampling is a PPS sampling scheme that is usually carried out in the context of PRNs. 
To select a sample of size n, where unit i is included with probability proportional to the size 𝑝𝑖, 
∑ 𝑝𝑖
𝑁
𝑖=1 = 1, assign unit i a random number𝑃𝑅𝑁𝑖 in (0,1) for all units i=1, . . ., N. Determine a 

starting point 𝑎𝑗 for the j-th survey. To select the sample for survey j, for each unit i apply a 
selection rule: select unit i for survey j if the interval (𝑎𝑗, 𝑎𝑗 + 𝑛 ∗ 𝑝𝑖) contains PRNi otherwise 
not. This method, also known as Bernoulli sampling (Sarndal et al., 1992), yields a fixed 
sampling fraction but not a fixed sample size.  Poisson sampling gives better positive and 
negative coordination than the equal probability approach and provides simplicity in variance 
estimation and in the rotation of sample units (Ohlsson 1992). 

3. Sampling Techniques used at National
Agricultural Statistics Service 

  At USDA, NASS is exploring sampling approaches that allow for coordination of samples 
drawn for multiple surveys within a year. In designing surveys, NASS is concerned with 
reducing burden but also with deriving efficient estimators, as well as feasibility of 
implementation.  NASS currently uses three main sampling procedures: Multivariate Probability 
Proportional to Size (MPPS), Sequential Interval Poisson (SIP) sampling, and stratified simple 
random sampling.  
3.1 MPPS 
   NASS conducts the Crop APS quarterly in March, June, September, and December in order to 
set crop estimates at the State and National level.  Two supplemental surveys are conducted 
separately from the Crop APS, i.e. Agricultural Yield Row Crops (AYR) and Agricultural Yield 
Small Grains (AYS). Therefore, the samples are selected sequentially using Poisson sampling: 
AYR sample first, then the AYS sample is selected from the small-grain population excluding 
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any units selected by AYR sample.  Finally the Crop APS sample is then selected excluding all 
units selected by AYR sample or AYS sample (Bailey at el, 1997). 
 Since the NASS Crop APS gathers data on many different crops, sample selection utilizes 
MPPS, with multiple auxiliary variables to define the selection probabilities for these surveys for 
sample allocation. The inclusion probability is defined as the minimum of 1 and the maximum of 
selection probabilities for each of M crops (commodities of interest), i.e., 𝜋𝑖 =
𝑚𝑖𝑛{1,𝑚𝑎𝑥{𝑝𝑖

(𝑚)
, 𝑚 = 1…𝑀}}, where 𝑝

𝑖
(𝑚) is the crop (commodity) 𝑚 selection probability for 

unit i.  Then, Poisson sampling is used to select the sample. 

3.2 SIP 
 The Agricultural Resource Management Survey (ARMS) is the main source of information on 
production practices, financial condition and resource use by America’s farm business and also 
on the economic well-being of America’s farm households (ARMS Farm Financial and Crop 
Production Practices, n.d.). ARMS seeks to limit response burden both within the current year 
(with the Crop APS) and relative to the preceding year’s ARMS. 
  The sample design for ARMS uses Sequential Interval Poisson sampling (SIP). In a Poisson or 
Bernoulli sample design, for each unit i, PRNi is drawn from U(0, 1) and a selection probability 
𝑝𝑖 is assigned (unequal probabilities in the case of ARMS).  Then each unit in the population is 
subjected to a Bernoulli trial with the probability of inclusion for unit i proportional to 𝑝𝑖. The 
mechanism to control the overlap between the ARMS and related surveys is by either deletion of 
units already sampled or by alteration (decreasing) 𝑝𝑖. 

4. Coordination function
  The coordination function introduced first in Guggemos and Sautory (2012) is a measurable 
function 𝑔 of the PRNs that preserves the uniform, U(0,1),  probabilities for assigning of PRNs 
but at the same time, decreases the probability of repeated selection for different surveys. 
  In PPS sampling, the coordination function is defined as 

𝑔𝑖,𝑗(𝑤𝑖) = {
𝑤𝑖 + 𝑎𝑗 𝑖𝑓𝑤𝑖 + 𝑎𝑗 ≤ 1

𝑤𝑖 + 𝑎𝑗 − 1𝑖𝑓𝑤𝑖 + 𝑎𝑗 > 1
, 

where i indexes unit, j indexes sample, 𝑤𝑖 is the random number drawn for unit i and 𝑎𝑗 is a 
constant for the j-th sample. Cumulative burden function Γ𝑖,𝑗(𝑤𝑖) = ∑ 𝛾𝑖,𝑢𝐼(𝑤𝑖)𝑢≤𝑗 . 𝛾𝑖,𝑢 is usually 
set as 1 (and is omitted hereafter);  𝑢 is an integer between 0 and j. 
  In stratified SRS, before defining coordination function 𝑔𝑖,𝑗(𝑤𝑖), 𝑏𝑖,𝑗(𝑥) is defined as 

𝑏𝑖,𝑗(𝑥) = 1 −∫
1

𝐵(𝑛, 𝑞)
𝑥𝑛−1(1 − 𝑥)𝑞−1𝑑𝑢

𝑥

𝑢=0
 

where 𝑞 = 𝑁 − 𝑛,  𝐵(𝑛, 𝑞) = (𝑛 − 1)! (𝑞 − 1)! (𝑁 − 1)!⁄ , and 𝑁 is the population size. 
  To calculate 𝑔𝑖,𝑗(𝑤), [0, 1] is divided into L equal intervals (L is usually a large enough integer 
often greater than 50). A piecewise function 𝑏𝑖,�̃�  defined on these intervals  takes the value 𝑏𝑖,𝑗 at 
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the endpoints of the interval. 𝑔𝑖,𝑗(𝑤) = 𝑏𝑖,�̃�(𝑤𝑙) + (𝑤 − 𝑤𝑙)  where 𝑤𝑙 represents the closest 
interval endpoint for 𝑤’s interval. 
Cumulative burden function  Γ𝑖,𝑗(𝑤) = ∑ 𝛾𝑖,𝑢𝑏𝑖,𝑗(𝑥)𝑢≤𝑗 . 𝛾𝑖,𝑢 is usually set as 1 and 𝑢 is an 
integer between 0 and j. 

  Although the coordination functions in PPS sampling and SRS sampling are different, the 
sample selection procedure follows the same steps: 
Select sample 𝑆1: 

• Set 𝛿𝑖,0(𝑤) = 0,  ∀ 𝑖,  ∀𝑤 ∈ [0,1] →  𝑔𝑖,1(𝑤) = 𝑤, ∀ 𝑖,  ∀𝑤 ∈ [0,1]

• 𝐼𝑖,1(𝑤) = 𝐼[0,𝜋𝑖,1](𝑤)

• Cumulative burden function: Γ𝑖,𝑗(𝑤) = ∑ 𝛾𝑖,𝑢𝐼𝑖,𝑢(𝑤)𝑢≤𝑗

Select sample 𝑆𝑛: 
• Use cumulative burden function Γ𝑖,𝑛−1(𝑤) as a criteria C to build a coordination

function 𝑔𝑖,𝑛 for selection of 𝑆𝑛
• 𝐾 ∈ 𝑆𝑛 ↔ 𝑔𝑖,𝑛(𝑤𝑖) ∈ [0, 𝜋𝑖,𝑛]

  The coordination function is evaluated using simulated data as well as data from NASS 
agricultural surveys. In next section, the coordination function is evaluated using simulated data 
as well as data from the NASS surveys and results from two simulation studies are discussed. 

5. Two Simulations Experiments and Results
 Two simulation studies illustrate how the coordination function introduced by Guggemos and 
Sautory (2012) works. The first study compares the contribution of the coordination function 
with results for designs without it. The second study evaluates performance of the coordination 
function with SIP used alone.  

5.1 Simulation of Performance based on Survey Design 

Four simulations make up the first study, with a population of 100 units and 10 samples 
(“surveys”) of 25 units each. Units’ sizes were assigned independent random numbers from 
U(0,1).Then four scenarios were simulated each with a thousand runs: 1) 10 samples selected 
using SRS, 2) 10 samples selected with  PPS, 3) 5 samples selected using SRS plus 5 samples 
selected using PPS sampling, and 4) 10 samples drawn using the coordination function in 
Section 4.  CRNs were used to avoid clumping that PRNs might have produced. 

5.1 First simulation study 
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Number of appearance Coordination 

function(%)

SRS(%) PPS (%) SRS and PPS(%)

1  10.83 20.064 20.779 21.540 

2  22.574 29.705 21.544 27.974 

3  68.892 26.419 21.275 24.593 

4  0.6671 15.615 17.081 15.458 

5  0.0740 6.098 11.396 7.222 

6  0.0039 1.713 5.375 2.483 

7  0.0001 0.330 1.939 0.627 

8  0 0.005 0.529 0.092 

9  0 0.001 0.075 0.011 

10 0 0 0.007 0 

Table 1.  Results of simulating 10 samples of size 25 from a population of size 100 

Figure 2:  Histogram of number of appearances     Figure 3:  Histogram of number of 
over all samples when coordination is used      appearances over all samples  when 

          SRS is used 
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Figure 4:  Histogram of number of appearances     Figure 5:  Histogram of number of 
over all samples when PPS is used appearances over all samples  when 

          PPS and SRS is used 

  In Table 1, “Number of appearance” indicates the average number of samples that a unit 
appears among 10 samples over 1000 runs, “coordination function” indicates using the 
coordination function, “SRS” implies using SRS, “PPS” implies using PPS, and “SRS and PPS” 
implies 5 samples selected by SRS and 5 samples selected by PPS. The percentage of number of 
appearance in Table 1 are visualized in figures 2, 3, 4, and 5 for coordination function, SRS, 
PPS, and a combination of SRS and PPS separately.  
  Since 10 samples are selected at 25% sampling rate in each simulation and each simulation is 
repeated 1000 times, each unit is expected to be selected 2.5 times in average. Table 1 shows that 
a unit has been selected for 2.6, 2.6, 3, and 2.6 in average for four sampling techniques. 
However, Table 1 shows that, when the coordination function is used most of the population 
units appear in 3 samples or less (more than 99%) compare to few (less than 0.1% ) that appear 
in 5 or more samples . The percentage of population units appearing in 3 samples or less 
decreases when other sampling approaches are used to:  77% for SRS, 63.5% for PPS and 74% 
for the combination of SRS and PPS sampling. On the other side, the percentage of population 
units appearing in five samples or more increases to 8% for SRS, 19.5% for PPS and 15.5% for 
the combination of SRS and PPS sampling. 
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This is an illustration of the effectiveness of the coordination function in reducing respondent 
burden when applied to and compared with SRS, PPS, and a combination of SRS and PPS. 

5.2 Coordination function on Agricultural Yield Small Grains, Agricultural Yield 
Row Crops, and Crop APS  
  In the second study, two scenarios were simulated based on SIP sampling and on the 
coordination function. Data from NASS agricultural surveys formed the population (N=11652 
units).  From this population from which to select three samples were selected of 2325, 1154 and 
736, i.e. at sampling rates of 20% for AYS, 10% for AYR, and 7% for AS. As above, 1000 
repetitions were run of each scenario. 

Number of 

appearance

Coordination 

function(%)

SIP(%)

1 79 76.3 

2 21 22.8 

3 0 0.9 

Table 2.  Coordination function applied in Agricultural Yield Small Grains, Agricultural Yield 
Row Crops, and Crop APS of NASS 

       Figure 6: Histogram of number of appearances Figure 7: Histogram of number of appearances          
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       over all samples when coordination is used          over all samples when SIP is used in Agricultural 
in Agricultural survey data                 survey data 

  In Table 2, “Number of appearances” indicates the number of samples in which a unit appears, 
while “coordination function” indicates use of the coordination function, “SIP” implies using SIP 
sampling.  

Table 2 shows that, when the coordination function is used most of the population units appear in 
3 samples or less (more than 99%) compare to few (less than 0.1% ) that appear in 5 or more 
samples . The percentage of population units appearing in 3 samples or less decreases when other 
sampling approaches are used:  to 77% for SRS, to 63.5% for PPS and to 74% for the 
combination of SRS and PPS sampling. On the other hand, the percentage of population units 
appearing in five samples or more increases to 8% for SRS, to 19.5% for PPS and to 15.5% for 
the combination of SRS and PPS sampling. 

Using coordination function leads to 21% of population units being selected twice, while using 
SIP leads to 22.8% of population units being selected twice and 0.9% population units being 
selected 3 times. The major reason leading to more than 20% of population units being selected 
is the large inclusion probability of some units. This shows that when a coordination function is 
applied in AYS, AYR, and AS of NASS, i.e. and, as in this simulation the sampling rate is small, 
it marginally could improve the sample selection. 
 The difference between performances of the coordination function in the two simulation studies 
is due to the fact that the NASS data used here involves small sampling rates while the 
coordination function performs better with large sampling rates.  

6. Summary and discussion
  In this paper, the history and definition of respondent burden is discussed. Several sampling 
techniques are reviewed, including MPPS and SIP procedures used at USDA NASS. Also, the 
coordination function is tested on simulated data and data from three NASS agricultural surveys 
in two separate studies. In the first study, coordination function was compared with SRS, PPS, 
and a combination of SRS and PPS on simulated data, and the result showed that coordination 
function approach outperforms all three other approaches. In the second study, coordination 
function was found leading to marginal reduction in respondent burden compared to SIP. 
Therefore, as sampling rate increases, respondent burden increases with multiple samples and 
coordination function is more effective at reducing respondent burden as sampling rate increases. 
The next step of the work will be exploring model-assisted approaches and testing them using 
simulation studies. 
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