
What Factors Explain Variation in Monitors’ Detection of 

Interviewing Errors in Telephone Surveys? 
 

 

Douglas B. Currivan
1
, Paul P. Biemer

1
, Tamara Terry

1
, Ivan Carillo-

Garcia
1
 

1
RTI International, 3040 E. Cornwallis Road, Research Triangle Park, NC 27709

 

 

 

 

Abstract 
To limit the potential for interviewer behavior to bias or add variance to survey estimates, 

monitoring telephone surveys requires accurate and consistent detection of interviewing 

errors, interview protocol violations and other biasing behaviors. Multiple factors can 

affect telephone monitors’ detection of interviewer deficiencies. Because monitoring 

results alone are insufficient to understand how multiple factors contribute to monitors’ 

error detection, this research combines data from (1) monitoring sessions, (2) responses 

to a survey of monitors, and (3) administrative records with monitor and interviewer 

characteristics. These data operationalize multiple sources of variation in monitors’ error 

detection that could not be captured by the monitoring system data alone. Multi-level 

models are used to analyze the contribution of these sources to variation in monitors’ 

detection of interviewing errors. This paper discusses the implications of these results for 

understanding sources of variation in monitors’ detection of interviewing errors and for 

guiding decisions on designing monitoring processes in centralized telephone survey 

centers. 
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1. Background and Objectives 

 
Nearly twenty years ago, Couper, Holland, and Groves (1992) noted that monitoring 

protocols often (1) followed unsystematic and subjective procedures and (2) included 

only general impressions of telephone interactions, rather than objective measures of 

behavior. In recent years, standardizing methods and tools for evaluating the quality of 

survey interviewing across modes and studies has increasingly been an important goal for 

survey organizations. RTI has developed a standardized, mode-independent interview 

quality monitoring evaluation system, QUEST (Currivan, et al. 2011; Currivan, et al. 

2013; Speizer, et al. 2009; Speizer, et al. 2010). This system allows in-person and 

telephone interviewing behaviors to be evaluated using a common set of quality metrics 

that are stored in a single shared database. The system supports evaluation of 

interviewing quality for both live monitoring in real time and review of computer audio-

recorded interview (CARI; Biemer, et al. 2001; Thissen, 2014; Thissen, et al.2008; 

Thissen, et al., 2013) and other digitally-recorded files. 

 

  

AAPOR2014AAPOR2014

4475



QUEST was designed to meet multiple goals in maintaining high data quality: 

1. Standardization of monitoring and interviewing protocols, metrics, and 

feedback mechanisms 

 

2. Increased efficiency of monitoring and interviewing operations 

 

3. Increased use of CARI and other digital recordings to evaluate and improve 

interviewer performance (Biemer, et al. 2001; Thissen, 2014; Thissen, et al. 

2008; Thissen, et al. 2013) 

 

4. Collection of trend data to evaluate interviewer and survey item-level 

performance (Couper, et al. 1992; Hicks, et al. 2010). 

 

5. Collection of  data to evaluate variability among monitors in detecting 

interviewer errors (Currivan, et al. 2011; Currivan, et al. 2013) 

 

This paper focuses on the fifth objective. The goal of this research is to better understand 

what factors account for variation in monitors’ detection of interviewers’ protocol 

violations. Understanding these factors will help identify any further steps needed to 

improve the monitoring system, and specifically monitors’ procedures for reviewing 

interviewers’ work. Previous research on monitor variability in detecting errors using 

QUEST has produced the following findings: 

� Two examinations of mean error detection rates for interviewing skill areas 

with the highest error rates generally identified only one or two monitors 

who appeared to detect interviewer errors at a significantly higher rate than 

all other monitors. These examinations did not identify any monitors who 

appeared to detect interviewer errors at a significantly lower rate than other 

monitors (Currivan, et al. 2011; Currivan, et al. 2013). 

 

� Experienced monitors had somewhat greater variability in mean overall error 

detection rates, although the more experienced monitors had completed 

fewer sessions on average than less experienced monitors in the data 

examined. With a higher average number of sessions, variation among more 

experienced monitors could have possibly been reduced to levels more 

similar to less experienced monitors (Currivan, et al. 2013). If higher 

workloads for more experienced monitors did not result in more similar 

variation compared with less experienced monitors, this could suggest that a 

number of more experienced monitors were not following the standardized 

monitoring procedures as consistently as less experienced monitors. 

 

 

� Results from a blind test of monitor agreement on numbers and types of 

errors committed in 10 abbreviated interviews showed mixed agreement rates 

across 10 interviewing skill areas. In general, monitor agreement was higher 

for more routine interviewing tasks such as case management, keying skills,  

feedback skills, and presentation skills, Monitor agreement was much lower 

for higher-level interviewing skills such as questionnaire administration and 

probing skills (Currivan, et al. 2013). 
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This previous research raises a number of questions about why monitors might vary in 

identifying interviewer protocol violations. Holding interviewer variation constant, 

monitor variability should be minimal under the highly standardized QUEST training, 

procedures, and tools. To more closely examine monitor variability, this study addresses 

two primary research questions: 

 

1. How much variation in errors observed across skill areas can be attributed to 

monitors, as opposed to other sources such as interviews and sessions? 

 

2. What other factors might be significantly associated with monitors’ variation 

in detecting interviewer protocol violations across skill areas, such as live 

versus recorded sessions, interviewer characteristics, monitor characteristics, 

or monitor orientations toward their work? 

  

Recent research by Baker, et al. (2013) indicates that monitors can include a wide range 

of factors in rating interviewers’ work, not just the technical criteria provided to them via 

training and supervision. Multiple factors can affect monitors’ detection of interviewing 

errors, including monitors’ characteristics and attitudes, how interviewers are supervised, 

respondent characteristics and behavior, interviewer characteristics, the survey questions 

and protocol being monitored, the telephone survey center environment, and the 

monitoring system being used. QUEST data alone are insufficient to fully explain 

variation in monitors’ detections of interviewing errors. For this reason, this research 

used the following data to examine what factors account for variation in monitors’ 

detection of errors: 

 

� QUEST monitoring session results, 

 

� responses to a survey of monitors orientation to their work, and 

 

� administrative records with monitor and interviewer characteristics. 

 

These data allowed for operationalization of multiple sources of variation in monitors’ 

error detection that are not captured in the monitoring system and results.  

Section 2 describes the data compiled and analysis used to assess what factors explain 

variation in monitors’ error detection. Section 3 provides the results from the analysis. 

Section 4 summarizes key conclusions from this investigation, discusses the implications 

of the results for telephone survey monitoring in practice, and suggests further research to 

improve understanding of how various factors contribute to variation in interviewer error 

detection. 

2. Description of Data and Analysis 

 

2.1 Data 
This section describes compiled and analysis used to assess what factors explain variation 

in monitors’ error detection.  

 

2.1.1 QUEST monitoring sessions 
The QUEST data for this investigation came from an ongoing national ABS telephone 

survey on community health issues. The data collection period for this study was October 
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2013 through August 2014. Two key assumptions applied to these QUEST monitoring 

data were (1) the same survey instrument and protocol was maintained throughout the 

field period and (2) monitoring sessions were assigned randomly to monitoring team 

members. These assumptions appear to have been maintained for the data collection 

period examined. The QUEST session data from October 4, 2013 and April 14, 2014 

included the following variables for 907 monitoring sessions conducted by 11 monitors 

and including 49 interviewers: 

 

� session ID number, 

� monitor ID number, 

� interviewer ID number, 

� indicator for live versus recorded monitoring session, and 

� number of interviewing errors detected in the session for each interviewing 

skill area.  

 

Each of these 907 sessions involved either a complete or partial interview, based on the 

study outcome codes. Because some of the skill areas – authenticity, case management 

skills, and professional behavior – had very few errors detected across the sessions, the 

10 skill areas were combined into two continuous composite outcomes measures as 

follows: 

 

Interview administration skills = case management + keying + question 

administration + probing + feedback + protocol 

 

Professional and interpersonal behaviors = authenticity + initial contact + 

presentation skills + professional behavior 

 

These two composites based on monitors’ assessments served as the outcome variables in 

the models estimated. 

 

2.1.2 Responses to a survey of monitors 
This survey collected data from all call center monitors and the survey data from 11 

monitors who conducted any of the 907 monitoring sessions were incorporated into the 

analysis. The response rate to the monitor survey was 100%, using AAPOR RR1. The 

survey asked monitors to answer 10 questions about their orientation to the following five 

aspects of their work: 

 

1. accurately identifying all interviewer errors in a session, 

 

2. correctly entering all interviewer errors detected, 

 

3. navigating through the QUEST application, 

 

4. receiving the training needed to successfully conduct sessions, and  

 

5. receiving the supervision needed to be successfully conduct sessions. 

 

For each of these five dimensions, the survey asked monitors to answer separate 

questions based on whether they were conducting a live monitoring session versus a 

recorded monitoring session. Because monitor responses were highly correlated across 
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items a composite measure was created by standardizing the response values and 

combining all responses into a single variable for each monitor.
1 

 

2.1.3 Administrative data with monitor and interviewer characteristics 
Data from RTI personnel records included the following characteristics of monitors and 

interviewers who worked on the study: 

� experience, measured by months of employment in RTI’s call center, 

� telephone interviewing experience prior to working in RTI’s call center, 

� highest education level completed, and 

� gender. 

 

For the second outcome, monitors’ detection of protocol violations for professional and 

interpersonal behaviors, model 3 excluded monitor gender, as including this covariate 

prevented the model from converging. 

 

2.2 Analysis 
For the two outcome variables, the continuous composite monitor ratings for interview 

administration skills and professional and interpersonal behaviors, the following three 

generalized linear models were produced: 

 

Model 1: Estimation of a baseline model with monitor and interviewer as random 

effects, without any covariates. This model allowed for calculation of 

the variance attributable to monitors in both outcome variables, net of 

interviewer effects. 

 

Model 2: Estimation of monitor and interviewer as random effects with the 

monitor survey composite added as a categorical fixed covariate. 

 

Model 3: Estimation of monitor and interviewer as random effects with both the 

monitor survey composite added as a categorical fixed covariate and 

live vs. recorded session, monitor characteristics, and interviewer 

characteristics added as fixed covariates. 

 

For the second outcome, and professional and interpersonal behaviors, model 3 excluded 

monitor gender, as including this covariate prevented the model from converging. 

 

3. Results 

 

3.1 Model 1 
As shown in Tables 1 and 2, model 1 produced estimates only for monitor and 

interviewer as random effects (without any covariates) for both interview administration 

skills and professional and interpersonal behaviors. This model allowed for calculation of 

the variance attributable to monitors in both outcome variables, net of interviewer 

variance. Dividing the monitor variance by the monitor variance plus the residual 

variance for each of the two outcomes produced a monitor variance ratio for each 

outcome. The monitor variance ratio was greater for interview administration skills 

(0.030) than for professional and interpersonal behaviors (0.005). 

                                                 
1
 A copy of the monitor survey is available from the lead author. 
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The monitor variance ratio mirrors the formula for Kish’s rho interviewer, a unit-free statistic 

for the intra-interviewer correlation associated with interviewers. As such, the monitor 

variance ratios for interview administration skills and professional and interpersonal 

behaviors represent the intra-monitor correlation associated with monitors for each set of 

interviewing errors observed. The impact of monitor variance on error detection rates can 

therefore be treated as a design effect, where the average session workload is an 

important factor.  The average session workload for monitors in these QUEST data was 

907 sessions/11 monitors = 82.45 sessions. The deff monitor for interview administration 

skills was 3.430 and the deff monitor for professional and interpersonal behaviors was 

1.405. These design effect calculations indicate the combination of relatively high 

workloads and a relatively high monitor variance ratio appeared to have a significant 

impact on detection of interview administration skill errors, but the significantly lower 

monitor variance ratio for professional and interpersonal behaviors resulted in a smaller 

effect.
2
 

 
Table 1: Model 1 Parameter Estimates for Interview Administration Skills 

Parameter Subject Estimate Std. Error 

Intercept Monitor 0.0108 0.0070 

Intercept Interviewer 0.0530 0.0160 

Residual  0.3732 0.0181 

 

Table 2: Model 1 Parameter Estimates for Professional and Interpersonal Behaviors 

Parameter Subject Estimate Std. Error 

Intercept Monitor 0.0002 0.0003 

Intercept Interviewer 0.0003 0.0005 

Residual  0.0431 0.0021 

 

3.2 Model 2 

 
Model 2 produced estimates only for monitor and interviewer as random effects with the 

monitor survey composite added as a categorical fixed covariate. Results for this model 

are shown in Tables 3a-c and 4a-c. For both interview administration skills and 

professional and interpersonal behaviors, the monitor survey composite did not have any 

significant association with error detection outcomes. 

                                                 
2
 The observed interviewer variances could have been inflated due to cases not being perfectly 

randomized (interpenetrated) among the 49 interviewers. Given the focus was on monitor 

variability, no attempt was made to remove the “assignment effects” from the interviewer variance 

estimates. 
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Table 3a: Model 2 Parameter Estimates for Interview Administration Skills 

Parameter Subject Estimate Std. Error 

Intercept Monitor 0.0126 0.0089 

Intercept Interviewer 0.0532 0.0161 

Residual  0.3734 0.0181 

 

 

Table 3b: Model 2 Solutions for Fixed Effects for Interview Administration Skills 

Effect Estimate Std. Error DF t value Prob > |t| 

Intercept 0.2381 0.0766 8 3.11 0.0145 

Survey Composite Low 0.0791 0.1338 848 0.59 0.5542 

Survey Composite Med. -0.0025 0.0929 848 -0.03 0.9786 

 

Table 3c: Model 2 Type III Tests of Fixed Effects for Interview Administration Skills 

Effect Num DF Den DF t value Prob > |t| 

Survey Composite 2 848 0.21 0.809 

 

 
Table 4a: Model 2 Parameter Estimates for Professional and Interpersonal Behaviors 

Parameter Subject Estimate Std. Error 

Intercept Monitor 0.0000 0.0003 

Intercept Interviewer 0.0002 0.0005 

Residual  0.0432 0.0021 
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Table 4b: Model 2 Solutions for Fixed Effects for Professional and Interpersonal 

Behaviors 

Effect Estimate Std. Error DF t value Prob > |t| 

Intercept 0.0530 0.0117 8 4.50 0.0020 

Survey Composite Low 0.0143 0.0274 848 0.52 0.6016 

Survey Composite Med. -0.0245 0.0153 848 -1.63 0.1044 

 

Table 4c: Model 2 Type III Tests of Fixed Effects for Professional and Interpersonal 

Behaviors 

Effect Num DF Den DF t value Prob > |t| 

Survey Composite 2 848 1.92 0.147 

 

3.3 Model 3 
 

Model 3 added additional fixed covariates to model 2, including live vs. recorded session, 

monitor characteristics, and interviewer characteristics.  The results for interview 

administration skills presented in Table 5 indicate: 

� Live sessions were associated with a lower probability of interview 

administration errors being observed than in recorded sessions. 

 

� Greater monitor experience was associated with a lower probability of observing 

interview administration errors than less monitor experience. 

 

� Monitor gender was not quite significant, but this result suggests male monitors 

could be associated with a higher probability of observing interview 

administration errors than female monitors. 

 

The results for professional and interpersonal behaviors presented in Table 6 indicate: 

 

� As for interview administration errors, live sessions were associated with a lower 

probability of professional and interpersonal behavior errors being observed than 

in recorded sessions. 

 

� Male interviewers were associated with a higher probability of observing 

professional and interpersonal behavior errors than female interviewers. 

 

Interviewer experience was not quite significant, but result suggests greater interviewer 

experience could be associated with a lower probability of observing professional and 

interpersonal behavior errors. 
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Table 5: Model 3 Type III Tests of Fixed Effects for All Covariates for Interview 

Administration Skills 

Effect Num DF Den DF F value Prob > |F| 

Live vs. Recorded 1 846 33.07 < 0.001 

Interviewer Gender 1 846 0.02 0.896 

Interviewer Experience 1 846 2.16 0.142 

Interviewer Education 3 846 2.23 0.084 

Monitor Gender 1 846 3.45 0.064 

Monitor Experience 1 846 4.12 0.043 

Monitor Education 3 846 0.35 0.789 

Survey Composite 2 846 1.44 0.238 

 
 

Table 6: Model 3 Type III Tests of Fixed Effects for All Covariates for Professional and 

Interpersonal Behaviors  

Effect Num DF Den DF F value Prob > |F| 

Live vs. Recorded 1 846 8.32 0.004 

Interviewer Gender 1 846 5.06 0.025 

Interviewer Experience 1 846 3.74 0.053 

Interviewer Education 3 846 1.2 0.310 

Monitor Experience 1 846 0.22 0.642 

Monitor Education 3 846 0.55 0.647 

Survey Composite 2 846 0.34 0.714 

 

4. Conclusions and Implications 

 
This investigation of multiple factors associated with monitor variability in detecting 

interviewing errors provided three main conclusions. First, variance attributable to 

monitors appeared to be non-trivial for detection of errors for interview administration 

skills, but relatively small for error detection for professional and interpersonal behaviors.  

The generally high work load among monitors in the data examined (about 82 sessions on 

average) combined with a relatively high monitor variance ratio appeared to have a 

significant impact on detection of interview administration skill errors in this study. The 

substantially lower monitor variance ratio for professional and interpersonal behaviors 

appeared to result in little impact of monitor variance on error detection for this outcome. 

The smaller variance associated with monitors’ detection of protocol violations for 

professional and interpersonal behaviors appeared to be driven mostly by the consistently 

high ratings monitors assigned to these skill areas. Furthermore, interview administration 
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skills included more high-level interviewing skills which are more difficult for monitors 

to assess, even in a highly standardized monitoring system. This distinction was likely a 

factor in explaining why monitors’ detection of protocol violations for these higher-level 

interviewing skills varied to a greater degree. 

Second, monitors’ degree of confidence in skills, training, and supervision was not 

significantly associated with error detection. This could reflect limitations of the survey 

measures, a lack of true impact of monitors’ orientations on the monitoring results, or 

some combination of both factors. 

Third, most other of the other factors examined did not account for significant variation 

in detection of either interview administration skills errors or professional and 

interpersonal behavior errors, with three exceptions: 

 

1. For both outcomes, live monitoring sessions were associated with a lower 

probability of observed errors. This consistent finding suggests one clear value of 

recorded monitoring sessions is allowing sufficient time for monitors to 

accurately capture interviewing errors. Although live monitoring sessions have 

value for observing telephone interviewing errors as they occur, this finding 

suggests the interview pace or other complications could limit monitors’ ability 

to accurately capture all interviewing errors. 

 

2. For interview administration skills, greater monitor experience was associated 

with a lower probability of observing errors. This finding is somewhat counter-

intuitive, and deserves further attention. More experienced monitors generally 

would be expected to have greater ability to detect and record protocol violations 

errors. Unmeasured factors such as relationships with current interviewers or 

previous experience working as an interviewer could have affected the judgment 

of more experienced monitors to a greater degree than those with less experience. 

 

3. For professional and interpersonal behaviors, male interviewers were associated 

with a higher probability of observing errors. All male monitors included in this 

analysis are bilingual monitors (English and Spanish). The potential impact of 

differences by language could provide at least a partial explanation of this finding 

and should be examined more closely in future research.  

 

As suggested in prior sections of this paper, this research had the following notable 

limitations: 

 

� The data set was ultimately too small to detect the extent and sources of monitor 

variability specified by the study goals. Although over 900 monitoring sessions 

were included in the analysis, as noted in Section 2.1.1, these sessions included 

only 11 monitors and 49 interviewers. A significantly larger data set could have 

allowed for examination of all, or nearly all, of the individual skill areas as 

outcome variables. For future research, a power analysis is needed to determine 

the number of sessions, monitors, and interviewers needed to meet the analytic 

goals. 

 

� Likewise, the need to use composite measures for the two key outcome variables 

could have obscured more specialized effects. The degree of monitor variation in 

detecting protocol violations could have differed significantly across the specific 

skill areas combined into each composite measure. Being able to examine most 
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or all of the specific skill areas as individual outcomes would have provided a 

more precise assessment of where, how much, and, perhaps, why monitors varied 

in detecting interviewer errors. 

 

� A richer set of monitoring explanatory variables would have likely improved the 

interpretation of the findings. As noted in Section 2.1.2, monitor responses to the 

survey questions were highly correlated across items, so a single composite 

measure was created. This measure was not significantly associated with either of 

the two outcomes, and therefore contributed little to the analysis. Improved 

measurement of monitors’ orientations relevant to their work could explain some 

variation in the observed results, such as differences between more and less 

experienced monitors.   

These limitations clearly indicate further research is needed to improve our understanding 

of how various factors contribute to monitors’ variation in detecting interviewer errors, 

such as: 

 

� Estimating the same models with the full set of monitoring sessions from the 

completed study or another study with a larger data set could increase the number 

and range of observed errors in the data set and allow for a more thorough 

analysis of monitors’ error detection rates for specific skill areas. 

 

� Conducting the same analysis of monitoring session data for additional studies, to 

assess the generalizability of these findings. These findings would suggest other 

telephone surveys using the same monitoring protocol, and same types of 

monitors, would show similar monitor variations. Data could also be combined 

across a number of surveys to determine how survey-dependent the results are. 

 

� Improving the monitor survey to better capture monitors’ orientations relevant to 

their work might be useful. The limited survey literature on survey quality 

monitoring poses a challenge to capturing monitor orientations likely to be 

related to how and when they observe interviewing errors. Having a clearer sense 

of whether and how monitor orientations to their job might play a role in their 

detection of protocol violations could suggest ways to improve monitor training 

or further standardize the monitoring system. 
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