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Abstract 

 
Federal statistical agencies are continuo usly striving to provide high quality survey 

data in a timely  manner. Adaptive survey  design (Groves and Heeringa 2006) is one 
method they are using to help achieve this goal. This type of design draws on several data 
sources, such as paradata,  frame data, and pro cessing data, in real time to help staff 
allocate resources effectively during data collection and make informed decisions about 
the closeout.  

 
The technological advancem ents that make adaptive survey design possible also  

make it possible to streamline data processing. Survey management systems can now link 
data sources in real time, allowing statisticians to cond uct editing, imputation, and 
weighting during data collection. Researcher s can even m onitor key survey variables 
during data collection. (These measures, along with R-indicators and response rates, can  
serve as indicators of surve y bias.) Co mbining adaptive survey  design with this 
streamlined process not only allows us to  assess data quality and bias during data 
collection, but also expe dites data pr ocessing, because it enables us to p ut all data 
processing systems in place by the end of the collection period.  

 
The development of this process was motivated by the National Science Foundation  

(NSF). In conducting the  National Survey of  Recent College Graduates for NSF, we 
replaced the customary sequential approach to data processing with this integrated 
approach. This allowed us  to test our data processing procedures, including key SAS 
programs for autocoding, computer edits, a nd imputation. We produced and e xamined 
real-time quality m easures, bias indicators, and paradata and then assem bled a 
comprehensive quality profile and assessed nonresponse bias. Monitoring the data in this 
manner also enabled us to correct proble ms as they arose. This paper presents  our data 
processing framework, the measures we monitored during data collection, and the 
benefits and challenges of adopting this process. 

 
Key words: National Survey of Recent College G raduates, adaptive survey design, 
paradata, streamlined data processing, survey quality measure, response rate, R-indicator 

 
1. Introduction 

 
Federal statistical agencies are continuo usly striving to provide high quality survey 

data in a ti mely manner. To reduce total su rvey errors, the agency  should focus on the  
data quality from all aspects and in every stag e of data collection, including the design 
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stage/pre-data collection (such as sa mple design, questionnaire design, interviewer 
training, etc), while fielding the survey  (locating, call-backs and non-response follow-up,  
etc), and dur ing the post-data collection stage (such as coding, editing, nonresponse 
adjustments, etc). These objectives were the principal motives behind the data processing 
procedure implemented for the 2010 National Survey  of Recent College Graduate s 
(NSRCG). The approach we took to acco mplish our objectives mirrored an adaptive 
survey design, drawing on paradata, s urvey data, and processing data in rea l time to 
monitor and evaluate quality of both our procedures and data. With  thorough planning, 
efficient allocation of staff resources, and use of technological advancements, the process 
proved effective and contributive to the practi ce of survey research in several way s. For 
instance, during data collection, we we re able to track response propensities and make 
informed decisions about collection efforts and closeout. At the same time, we were able 
to evaluate data quality , estimation bias, and potential causes of nonsampling errors 
attributable to data processing.  

 
Although data processing errors associated with coding, editing, im putation, and 

weighting are rarely  quantified and potentially larger than other sources of error, this 
adaptive approach helped to lessen the magnitude of their im pact. Our evaluation was 
facilitated by continuous m onitoring and assessment (daily, weekly , and at pivotal tim e 
points during collection) of several survey  quality indicators, performed at various stages 
during data processing (before editing, after editing, and after im putation). It further 
helped us id entify, troubleshoot, and correct issues in a tim ely manner and without 
disrupting data collection efforts. As a result,  combining adaptive survey design with this 
streamlined process expe dites data processing because it enabl es us to put all data  
processing systems in place by the end of the collection period. 

 
Survey administration and management currentl y are experiencing declin es in 

response rates, increased data collection costs, and tight tim e constraints to disseminate 
high quality data; it is increasingly  important to pay keen attention to both resource 
allocation and informed decision making for data collection closeout. This pa per entails 
the many components of the data pro cessing procedure i mplemented for the 2010 
NSRCG in e fforts to address thes e rising concerns. We present our data processing  
framework, the measures we monitored during data collection, and the ben efits and 
challenges of adopting this process. 

 
2. Overview of the National Survey of Recent College Graduates 

(NSRCG) 
 
The National Survey of Recent College Graduates (NSRCG) is sponsored by  the 

National Science Founda tion (NSF), National Center for Sci ence and E ngineering 
Statistics (NCSES) as part of its  mission to pr omote the progress of science; advance  
national health, prosperity, and welfare; and secure the national defense. Th e purpose of 
the NSRCG is to pro vide high quality data on the demographic, educational, and  
employment characteristics of recent recipients of bachelor’ s and m aster’s degrees in  
science, engineering, and health (SEH ) fields. For policymakers, the data provide an 
indication of the relationship between education and career opportunities. For employers 
in all sectors (education, industry, and government), the data predict employment trends 
and salaries for recent graduates in SEH fields . Evaluations of the effectiveness of equal 
opportunity efforts can also use the data.  
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Originally known as the New Entrants Survey when it was first conducted in 1974, 
the NSRCG has been conducted every  two to three years since then. The 2010  survey is 
the 19th and final in this series1. The 2010 NSRCG collected education, employment, and 
demographic information from graduates who received a bachelor’s or a master’s degree 
in a science, engineering, or health (SEH) fi eld from an eligible college or uni versity in 
the United States or one of its territories be tween July 1, 2007, and June 3 0, 2009. 
Eligible graduates must have been age 75 or younger, living in the United States or a U.S. 
territory, and not institutionalized as of the survey reference date. The NSRCG has a two-
stage sample design: in the first stage schools are selected from the population of schools 
granting degrees in science, engineering or health; in the second, sam ple members are 
selected from the list of all  graduates obtained from the selected schools. Three modes of 
data collection were used for the 2010  survey: (1) a mailed questionnaire, (2) a web 
survey, and (3) com puter-assisted telephone interviews (CATI), pri marily for 
nonresponse follow-up, but also upon request. 

 
3. Overview of Data Processing for the 2010 NSRCG 

 
In conducting the NSRCG for NSF, we replaced the customary sequential approach 

of data processing, performed after the field data collection period is ended, to a process 
including an integrated, streamlined approach. This process involved two fundam ental 
and interrelated tasks: (1) testing of da ta processing procedures, including k ey SAS 
programs for autocodin g, computer edits, and im putation, and (2) calculation and  
assessment of real-time quality measures, bias indicators, and paradata. To facilitate these 
efforts, we conducted rigorous quality assessments of each processing step on an ongoing 
basis throughout data collection. We also assembled a comprehensive quality profile, and 
assessed nonresponse bias. After the cl ose out of  data collection, the com plete survey 
data file underwent a final  sequential processing procedure, with each step followed by a 
rigorous quality control procedure. The end result was the ti mely dissemination of the  
final, high quality  survey data. Figure  1 illustrates the sequence of processing steps , 
which include data collection, merging of differently sourced data, coding, machine 
editing, imputation, weighting, and finally variance estim ation. While not  indicated in 
this roadmap, a series of  quality indicators are measured in p arallel to thi s process 
between each processing stage and throughout collection. 
 
 
 
 
 
 
 
 
 

 

                                                            
1 The NSRCG was discontinued after the 2010 round. 
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Figure 1: Integrated data collection and data processing 

 
4. Survey Quality Measures 

 
 There is great demand for survey organizations to produce high quality data at lower 

costs (Biemer and Lyberg 2003). Unfortunately, how to define and assess the quality of a 
survey is n ot well established and ca n depend greatly on the type of survey being 
conducted. Juran and Gryna (1980) suggest th at the “quality ” of a survey be assessed  
through accuracy, timeliness, and accessibility . Of these three dimensions, accuracy  is 
usually considered the most relevant—but it is also usually the most difficult to measu re 
and evaluate. Recent research has attempted to evaluate survey quality in a variety  of 
settings. Edgar and Gonzalez (2009) lo oked at it in terms of editing procedure s for the 
Consumer Expenditure Quarterly  (CEQ) Inte rview Survey. Laflamme et al. (2008) and  
Mitchell et al. (2011) considered using paradata (that is, data about the processes used to 
collect survey data) to evaluate survey quality. Galesic and Boznjak (2009) investigated 
how varying questionnaire lengths affected cooperation rates and other quality measures 
in web surveys. Although promising, these types of studies are st ill in their infancy  and 
have yet to become well established in the survey community.  

 
When feasible, it can be b eneficial to directly define survey accuracy quantitatively. 

Survey accuracy is usually defined in terms of total survey error, which is a fairly general 
concept that is often calculated as the di fference between a population parameter (for 
example, a mean or total) and the estimate of that parameter based on sample survey data 
(Biemer and Lyberg 2003). The idea, t hen, is that less total survey error leads to more 
accuracy and, consequently, higher survey quality.  

 
 Total survey error is a function of sampling error (e rror due to s electing a sample 

instead of the entire popu lation) and nonsampling error (error due to mistakes that occur 
during survey implementation) (Biemer and Lyberg 2003). Sampling errors are usuall y 
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calculated in a probabilis tic manner given in formation about the survey  design (Lohr 
2010). For example, using the two-stage NSRCG survey design, we are able to calculate 
the selection probabilities of individuals in  the sam ple and, consequently , reasonable 
standard errors for parameter estimate s. Nonsampling errors—such as nonresponse, 
measurement, processing, and editing errors—are of ten more difficult to identify and 
quantify in probabilistic terms. When thinking about assessing the quality of the NSRCG 
data, we considered ways to identify and reduce nonsampling errors. 

 
For the 2010 NSRCG, we produced and insp ected real-time quality measures, bias 

indicators, and paradata consistently th roughout data collection. Nonresponse and 
estimation biases were monitored to assess changes in data quality over time. In addition, 
domain-specific quality measures were produced for subgroups (defined by  
demographics, graduation year, major, survey mode, type of edit,  and so on) in an effort 
to better identify the main factors that contribute to poor (and good) data quality. 

 
We included the followi ng interrelated su rvey quality measures in our quality 

assessment: (1) unit response a nd representativeness, (2) ed iting rates, (3) im putation 
rates, and (4) key survey estimates. With each measure we attempted to answer questions 
such as: 

 
1. Response rates. Are ther e times in the data collec tion process when the unit 

response rate increases significantly? Are there specific survey items that a re 
typically unanswered? Which subgroups have higher response p ropensities and 
which are underrepresented? 
 

2. Data editing rates. Are there specific survey items that require a great deal of 
editing or are being incorrectly  edited? Could these editing rates be the outco me 
of other error (for example, instrument design)? 
 

3. Imputation rates. Are t here specific survey items that req uire a lot of 
imputation? 
 

4. Survey estimates. Which data proce ssing steps, i f any, incurred the greate st 
amount of estimation bias? 

 
Next, we define each measure, rationalize its utility in our assessment, and describ e 

how it was operationalized. Then we will review the str eamlined data processing 
procedure implemented for the 2010 N SRCG and how these measures were integrated 
into and facilitated our quality control and quality assurance procedures. 

 
4.1 Unit Response Rates and Response Representativeness 

 
Response rates have long been used  to ass ess survey quality; the general notion is 

that higher response rates make for higher su rvey quality. Although this idea has faced 
scrutiny (Groves 2006; Schouten et al. 2009; and many others), response rates are still 
considered a standard me ans by which to assess survey quality; while extremely  high 
response rates (close to 100 percent) will l ead to little or no nonresponse bias, lower 
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response rates (for example, less than 8 0 percent2) will signal researchers to be wary of 
nonresponse bias.  

 
Moreover, response rates provide an indicati on of the quality of survey data, because 

the potential bias in a sur vey estimate is a function of (1) the response rate an d (2) the 
magnitude of the true difference between the survey respondents and nonrespondents on 
each survey item. To that end, as part of our data quality assessment, response rates were 
calculated as unweighted and weighted rates.  The unweighted rates are useful for 
considering the succ ess of data collection procedures, whereas the weighted rates are 
useful in assessing the impact of nonresponse on data quality and reliability. 

 
Response rates were al so produced for the following sampling frame domains: 

cohort, degree type, degree major, gender, race/ethnicity, and sampled institution. Being 
able to observe and forecast response propensities meant we were able to tailor collection 
efforts to un derreporting subgroups during collection (for instance, by custom izing 
follow-up contact materials and incentives for groups of nonrespondents). Unit response 
rates were communicated with the project staff daily and, at key milestones, with NSF. 

 
Although unit response rates are advantageous and informative in certain aspects of 

survey data collection, they  are not  necessarily sufficient indicators of response 
representativeness (Groves and Pey tcheva 2008). Acknowledging this shortcom ing, R-
indicators were also applied to our q uality profile as a more robust measure of response 
coverage. An R-indicator is fundamentally a “measure of the si milarity between the 
response to a survey  and the sample or the population under investigation” (Schouten et 
al. 2009). R-indicators directly  assess the representativeness of response without the use 
of response rates. Instead, they  utilize individual response propensities, modeled on a set 
of auxiliary or frame data, which is available for respondents and nonrespondents. “[T]he 
response propensity is defined as the conditi onal expectation of Ri [response] given the 
value of xi of the vector X of auxi liary variables: 1|

1| ” (Schouten et al. 2011 [ italics original]). These response propensities 
are typically estimated with logistic regressions in which a set of auxiliary /frame 
variables predicts response. Calculatio ns show that the standard deviation of  response 
propensities [ ] is bounded by	 0, . The overall R-indicator, , is estimated by: 

1 2 ∑ ̅ , 

where  is the 0-1 sam ple indicator,  is the sam ple inclusion probability,  is the 
estimated individual response propens ity, and ̅ is the weighted sa mple average of 
response propensities (Schouten et al. 2009).  

 
For the NSRCG, we gen erated R-indicators for each week of data collection using  

the full set of fra me variables and their interaction effects, and compared them  to overall 

                                                            
2 This threshold is taken from the Office of Management and Budget’s Standards And Guidelines 
For Statistical Surveys” 
(http://www.whitehouse.gov/sites/default/files/omb/assets/omb/inforeg/statpolicy/standards_stat_s
urveys.pdf). 
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response rates for the wee kly returns. These est imates were instrumental in determining 
whether the R-indicators provide superior information on sample representation.  

 
With these measures, our primary goal was to evaluate the value of R-indicators to 

assess response represen tativeness (in comparison with response rates). It showed 
whether R-indicators should be used in co mbination with (or in lieu of) response rates 
when monitoring data coll ection. We hypothesized that the R-ind icators would exhibit  
different patterns than the response rates across the data collection period, indicating that 
response rates are not necessarily good measurements of representativeness. 

 
While response rates provided a rough indicat or of response representativeness,  the 

R-indicators provided sli ghtly different slopes than response rates during the data 
collection, indicating res ponse rate incr ements may not necessarily proportionally 
increase representativeness of the respondent set. Moreover, examining only the final  
response status does not fully  demonstrate the advantages of R-indicators over the 
response rate; rather observing change s in all of these indicators through t he data 
collection time line can.  

 
4.2 Editing Rates 

 
 Data processing—the process of converting surve y data from their raw state to a 
cleaned and corrected state—is an i mportant part of the survey  process that can vastly 
improve survey accuracy (Biemer and Lyberg 2003). A key step in data proc essing is 
data editing, where i mplausible responses are identified and corrected. If done  
improperly, data editing can cause errors and lead to poor surve y quality (Biemer and 
Lyberg 2003), so it is important to make su re that editing is perfor med correctly and 
systematically. When done properly , data editing can provide insight into survey quality 
and help i dentify problems with the questionnair e design an d data proce ssing. For 
example, if a survey item requires a significant amount of editing, this may  be a sign of 
one or more of the following problems: 
 

 There may be an issue with questionnaire wording for that survey item  
 There may be an issue with the editing procedure used for that survey item 
 Estimates based on that survey item could be subject to significant error 
 
As part of o ur data quality  assessment, we computed overall (unweighted) editing 

rates for all survey items, where editing rate is defined as the number of cases that require 
editing for a particular item, divided by the total num ber of eligible case s for that ite m. 
As survey data were collected, they went through a series of edits (for example, for range, 
consistency, and logical skip), for each of which an editing rate was produced. In addition 
to edit-type rates, editing rates wer e calculated by overall occurrence (that is, f requency 
of treatment across all editing t ypes and for all respondents), as well as by survey 
response mode, degree type, gender, a nd race/ethnicity. Further, several observations  
required manual review; any data items changed as a result of manual review and editing 
were also flagged but not necessarily included in these rates.  

 
Throughout data collection for t he NSRCG, all data available underwent machine 

editing once a week; at that time editing rates were calculated and evaluated. While we 
anticipated certain items t o require more treatment than others, it was still i mperative to 
our process to iteratively assess editing rates for all items and identify potential sources of 
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error affecting data quality. This  iterative procedure, which will  be discussed in detail  
later, facilitated quality assurance effor ts, the identification of errors and their sources,  
and the viability of the machine editing system itself. 

 
4.3 Imputation Rates 

 
Imputation procedures are used to fill  in missing values in the da ta set due to item 

nonresponse, in an effort to reduce nonr esponse bias while creating a co mplete 
rectangular data set (Lohr 2010).  When there is greater item nonresponse for a particular 
item, there i s also more imputation; this will likel y diminish survey quality, because 
imputed values, althoug h often reasonabl e, are not the true observed values. 
Consequently, in identifying items that  require the m ost imputation (that is, item s with 
high imputation rates), we are also identifying potential problem areas in terms of survey 
quality. 

 
Similar to editing rates, we co mputed overall (unweighted) imputation rates for all  

survey items, where i mputation rate is defined as  the num ber of cases th at require 
imputation (that is, the n umber of c ases that hav e missing values that are eligible for 
imputation), divided by the num ber of total eligible cases for that ite m. After the data  
were edited, they underwent imputation in SAS; imputation rates were then outputted and 
evaluated alongside the editing rates. 

 
4.4 Survey Estimates 

 
In an effort t o assess the overall impact the data processing had o n the survey data, 

both weighted and unweighted survey  estimates were calculated and presented  
graphically for key survey items at four tim e points: (1) before edi ting, (2) after editing, 
(3) after imputation, and (4) after weighting. Key survey items included unemployment 
rate, salary, and the proportion of cases with a temporary residency visa. Estimation was 
conducted on a weekly ba sis, subsequent to the completion of each editing, i mputation, 
and weighting iteration. In addition to producing estimates over all respondents, estimates 
were produced by  gender and race/ethnici ty to p rovide some insight on potential  
nonresponse bias and the quality of survey item responses. We hypothesized bias in these 
estimates would incur (and var y across subgroups) at each point of estim ation in part 
because our deter ministic (machine edited) and theoretical (imputed) treatment of 
illogical and missing data. 

 
Assessing the quality  of survey estimates is  not a straightforward task, ho wever, 

primarily because of the p otential bias introduced due to unit and item  nonresponse. A 
consequence of nonresponse, and the fact that true values of estimates are not known, is 
that bias cannot be precisely quantified. Nonetheless, trends of key survey items observed 
over the course of data collection (for exam ple, fluctuation followed by stabilization, or 
steady increase or decre ase) could give us some indication of potential bias due to 
nonresponse. Moreover, as we collect more data, estimate trajectories helped to identify 
nonresponse bias, especially  for th ose variables closely related to fram e variables for 
which we have base esti mates for the full sam ple that can function as benchm ark values. 
During data collection, we were able to posit t he question of whether, based on 
observable trends in key survey estimates, if more data were collected, would the values 
substantially change; based on this assessment we are in a better position to estimate the 
strength of the bias. Thus, we found it critical  to both analyze estimates on a continuous 
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basis throughout data collection and to operationalize auxiliary variables in th is process 
to inform us of potential bias. 

 
5. Data Preparation 

 
As part of the 2010 NSRCG data preparati on, the raw data co llected in all three 

modes—hard copy, CATI, and web—underw ent preliminary editing, coding, and 
cleaning to produce a final data file. Th e data were taken throug h the following 
preparation stages: pre-ke y editing; m issing critical item data retrieval; data entry and 
verification; major, occup ation, geographic, and Integrated Postsecondary  Education 
Data System (IPEDS) coding; and computer data editing.  

 
Although these procedures are not statistical in nature, statistics staff worked with the 

programming staff in part to gain knowledge and insight into the data preparation process 
in its entirety. In addition, statistics and coding/pre-key editing staff worked together on 
the editing specifications used in both machine and pre-key editing. This collaboration 
proved essential and time-efficient w hen addressing, understanding, and correcting 
system errors. For additional information on all data preparation steps implemented prior 
to machine editing, see Mooney et al. (forthcoming). 
 
5.1 Machine Editing 

 
For the 2010  NSRCG, th e statistics team , which is responsible for all processing 

tasks, took on the machine editing for the first time. The premise behind this decision was 
threefold: (1) we would gain full understanding of both the raw and edited  data, (2) we 
could better align editing rules with imputation methodology, and (3) we would be able 
to test the programs and assess data treatment outcomes and rates sequentially throughout 
data collection. 

 
Machine editing programs were drafted in the beginning stages of data collection and 

implemented on a weekly basis (see Lin and Haelen (2011) for more details about t he 
editing process and specifications). Initially, the data we received were raw, meaning 
they had not undergone c oding and pr e-key editing. Nonetheless, with these data, the 
editing team was able to test the SAS program s and evaluate measures and preliminary 
outcomes. 
 
5.2 System Quality Control and Quality Assurance during Data Collection 

 
Quality control and quality  assurance were essential elements of the streamlined  

processing approach and this proved pa rticularly true for data editing. After each run of 
the machine editing progra ms, the editing team  reviewed the res ults of both the edited 
data and the editing rates. Every week, the editing team examined items with relatively 
high editing rates (generally 1 percent or more). In addition, as issues arose, we worked 
together to identify  their source (such as machine editing programs, instrument design 
and wording, survey  administration, or respondent error). To expe dite these efforts, we 
included all necessary staff in the conversation to gain knowledge and m ultiple 
perspectives on both the issue and poss ible solutions. All issues, including their sources, 
their impact on data quality , and fi nal resolutions were documented as they were 
addressed (Jang et al. 2012).  
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Editing rates, described above, as well as other output from  the machine editing 
programs, greatly facilitated these ongoing qualit y assurance efforts. Even though there 
were few data from which to draw a fir m conclusion in the beginning of collection, high 
editing rates provided bases to identif y the source of the abnorm ality. Certain instances, 
however, where a group of related items all had high and sim ilar editing rates was no t 
alarming; this held true specifically  for subseries of yes/no questions, where respondents 
tended to only provide “yes” responses where applicable and not mark “no” for the other 
items. Typically, we wer e prepared for such  situations and editing algorithms were 
already in place to correct for t his; nonetheless, without evaluating these rates early  on 
and frequently, other discrepancies may have gone unnoticed until after closeout (or been 
missed entirely), resulting in poorer data  quality. One example concerns a checkbox 
survey item that (if check ed) indicated the respondent did not co mplete high school. If 
the respondent first provided a valid year of graduation, this item should not be checked. 
However, if the high school graduation  year was not provided, an  unchecked box could 
also mean a real missing value (if the respondent did in fact graduate, it should be 
unchecked and if the respondent did n ot graduate then it should b e checked, but this we 
do not know). All unchecked boxes were mistakenly coded in t he web instrument as 
missing, which yielded an alarmingly high item editing rate. To account for this, we 
implemented a pre-editing step to di stinguish a true “no” response (mean ing the 
respondent graduated) from  a real missing, by setting values t o “no” for c ases with 
reported graduation years. After app lying this rule, the editing rate declined to a 
reasonable rate. 

 
Along with the editing rates, the machine editing programs flagged cases with 

violations that could not be resolved by  any of the machine editing rules, and thus 
required manual review. As these ca ses were dete cted, they were well documented, 
communicated, and attended to by the appropria te staff and NSF. These cases, in 
particular, required a grea t amount of staff time and resources and li kely would have 
delayed processing if they  had not be en resolved during, rather than after, the fielding 
period. 

 
6. Statistical Processing and Estimation 

 
After the data were edited, they underwent the following sequential processing steps: 

imputation of missing values, survey weighting, and variance estimation of the sele cted 
key survey items. These steps were also  implemented weekly throughout data collection 
in that seque nce. The pri mary objectives and purpose of including them  as part of the  
streamlined process were ( 1) to detect additional data inconsistencies; (2) test,  modify, 
and finalize the SAS progra ms prior to co llection close out; (3) assess items requiring 
additional and significant  amount of treatment; and (4) determine which pr ocessing 
step(s) incurred the most estimation bias.  

 
Working toward the fourth goal helped us better understand how the data editing, 

imputation, and weighting procedures we ha d operationalized were affectin g survey 
estimates. For example, when analyzing the weekly survey estimates for une mployment 
rate, the esti mated rate rose substantially in a consistent manner after the data were 
edited. Based on the raw data esti mates, we could thus conclude unemployment rate was 
initially lower than expect ed in part becau se it was subjected to substantial t reatment 
during the coding and editing stages. In cidences such as this indicate the importance of 
not only tracking survey estimates over tim e, but doing  so bet ween the fundam ental 
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stages of data processing; failing to do so would leave us with misleading estimates based 
only on raw data. In addition, identif ying trajectories of estimates by  subgroup (in our 
case, by gender and race) provides valuable information to the survey research discipline 
in studying and improving response propens ities, representativeness, and nonsa mpling 
estimation error. 

 
7. Final Data Processing 

 
For the 2 010 NSRCG, data collection extended abo ut six m onths. At the end o f 

collection, the final response data went through a final and co mplete iteration of the  
statistical processing seq uence (that i s, coding and pre-key  editing, m achine editing, 
imputation, weighting, and variance estimation); each step was followed b y a thorough 
quality assurance review. Compared to prior surve y rounds, the processing team found 
data cleaning, editing, and processing of the final s urvey data to be les s problematic, 
more efficient, and requir e fewer r esources (time, effort, and processing technology ). 
Again, this was made possible by  our collabor ative efforts with other survey  staff in 
identifying and resolving data anomalies and system errors throughout collection. As a 
result, the processing tea m, as well as other survey staff and N SF, were a ware of, had 
attended to, and had d ocumentation on most issues by closeout, allowing us to minimize 
the time and resources required to prepare and disseminate the final data files. 

 
8. Benefits and Challenges to Applying Adaptive Survey Design 

 
The streamlined data processing proce dure we i mplemented for the 2010 N SRCG 

demands diligent attention to detail and an effective, collaborative team effort. There are 
major advantages to em ploying this approach, which are often underestim ated. First, we 
had the ability to continuously test and m odify our SAS programs and perform routine  
quality control procedures of our sy stems. Identifying programmatic glitches early  on 
allowed for more corrective options to be explored and gave us ample time to implement 
and then assess our decisions. This ongoing effort was strengthened by the opportunity to 
share and discuss ideas, p erspectives, and innovations with all survey  staff. To that end, 
all tasks and issues w ere viewed through a va riety of lenses, and s olutions often took a 
number of perspectives into account. 

 
Second, with careful planning and  sufficient staffing with a variety  of expertise, we 

were able to continuously monitor survey quality measures. Allocating resources over a  
longer period of time (that is, before and during data collection) may seem exhaustive 
and inefficient; however,  when done  effectively, the upfro nt investment proves 
worthwhile in reaching the overarching objective: delivering high quality data in a timely 
manner. 

 
As anticipated, implementing such an extensive system of processes is nontrivial and  

does not come without challenges. Nonetheless,  we believe this adaptive and streamlined 
design is adoptable and feasible to o ther large-scale survey s under the appropriate 
conditions. When considering its  application, five key inputs should be taken away  from 
this report and our experiences: (1) planning, (2) quality control, (3) quality measures, (4) 
communication, and (5) collaboration. 

 
First, any well-executed process requires comprehensive planning. A strong plan is 

key to this process a s it establishes guidelines for infrastructure develop ment, early 
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testing of programs, and staff time and res ources needed to maintain continuous effort. 
We advise task leaders to take a leaders hip role to establish a well-defined task structure 
extending through data collection and t o ensure that staff understand and can commit to 
their roles (on average, we staffed two team members per task and met once a week with 
the entire processing team). As a group, we established weekly and long-term milestones, 
discussed problems, anticipated problems, and made improvements and adjust ments as 
necessary. 

 
Second, an a daptive processing design is not advantageous unl ess quality control 

procedures are applied, and applied often. The high quality data produced by this process 
play an essential role when esti mating and evaluating key survey items and nonsampling 
error. To that end, each proces sing step requires careful specification and 
implementation, along with monitoring procedures that can be feasibly  conducted on a 
routine basis. 

 
Third, a co mprehensive quality measure procedure is an e ssential ingredient to an 

adaptive design. Such procedures should en tail determining which measures will b e 
employed, how they will be calculated, when and how often they  will be produced, and 
guiding principles to evaluate the re sults. To optimize their value, in addition to 
informing the overall qualit y profile, t hese measures should be ope raterationalized to 
evaluate and inform data collection efforts on a real-time basis. 

 
Fourth, it is not unlikel y for staff to get over-involved in t heir specific tasks; 

however, survey management involves several interrelated steps where the outcomes of 
one process often impact the next. Thus, communication among data collection and data 
processing teams is vital: for us, it facilitated our success. In addition to weekly meetings, 
we diligently documented all processes a nd outcomes and co mmunicated via email, 
phone, and memorandum as needed with other teams and NSF. 

 
Finally, survey management entails a range of meticulous tasks and procedures. At 

times, teams must work both in parallel and together. We found collaboration to be t he 
ultimate key to the success of this process. Staff needed to understand not only the bigger 
picture and all that went into the end product,  but also how and why other tasks impacted 
their own. We found that many issues were fro m sources outside our realm  or requiring 
outside information to res olve; opportunely, team members from each sphere  brought 
their perspective and expertise to help make rational and well-informed decisions. 

 
Our piloted process was not without its flaws, and we plan to use the lessons learned 

to improve programs, technologies, and procedures when adapting it to future  surveys. 
Nonetheless, we deem adaptive design and streamlined methodology to be an innovative  
and exciting approach to advancing the objectives and production of survey management. 
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