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Abstract

Recent developments in survey quality indicators may provide promising alternatives to the response rate. Survey quality indicators evaluate the representativeness of respondents, which reflects the quality of the survey inferences in terms of bias. We investigate the performance of these indicators and their sampling properties under different response rates and non-response mechanisms through simulation experiments. NHANES data from 1999-2008 is used as the finite population for the simulation experiments. The experiments are conducted under two assumptions. First, all covariates associated with the true response probability are available and are included in the model. Second, auxiliary variables such as variables from a frame are known at the subject-level for both respondents and nonrespondents. A total of 72 scenarios from different combinations of experimental parameters are explored. The results are derived from 10,000 replications for each scenario. We describe the findings for each indicator in terms of their ability to anticipate the level of bias that may arise in a specific survey analysis.
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1. Introduction

Survey quality takes on different meanings depending on the goals of data users. A widely accepted universal indicator for survey quality is response rate. Response rate quantifies the scope of nonresponse which implies the quality of the survey inferences in terms of bias. However, the association between nonresponse bias and response rate has been shown to be inconsistent (Keeter et al., 2000; Curtin et al., 2000; Merkle and Edelman, 2002; Groves, 2006; Groves and Peytcheva, 2008). Alternative indicators of survey quality that better reflect nonresponse bias would be of great interest to survey researchers (Groves et al. 2008). In recent years, two types of indicators appeared in the survey literature. The first type measures the representativeness of the respondent. The second type aims to aid the bias reduction at weighting adjustment. Both types of indicators provide promising alternatives to the response rate as survey quality indicators.

Specifically, several representativeness indicators, or \( R \)-indicators, were proposed by the RISQ (Representativity Indicators for Survey Quality) project. \( R \)-indicators measure the representativeness of the response; that is, the similarity between the respondent and the sample or target population in terms of available auxiliary information. \( R \)-indicators are derived as functions of estimated response propensity. In related work, Särndal and Lundström (2011) derived balance indicators (\( B \)-indicators). \( B \)-indicators also measure the similarity between the respondents and the sample. \( B \)-indicators are motivated by a dissimilarity measure, Mahalanobis distance, computed between the respondent and the sample on the mean auxiliary vectors.

To aid bias reduction, several indicators were proposed as analytic tools under the general title of ’auxiliary variable selection for weighting purposes’, such as \( W \)-indicator (Schouten, 2007), \( Q \)-indicators (Särndal and Lundström, 2008) and \( H \)-indicators (Särndal
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Both Q- and H-indicators assist in choosing auxiliary variables for nonresponse adjustment, whereas the W-indicator provides a confidence band for the unknown bias.

For simplicity of discussion, both representativeness indicators and bias reduction indicators are termed ‘survey quality indicators’. Furthermore, R-indicators, mentioned in many manuscripts published by the RISQ project, are a general term used to describe any survey-level indicators that intend to assess survey quality. Here we use R-indicators to refer specifically to the measures discussed by Cobben, et al (2005) and Schouten, et al (2009). Schouten, et al (2007) considered $q^2$ measure, proposed by Särndal and Lundström (2008), as a candidate of R indicators. In this article $q^2$ measure is labeled as Q-indicator to distinguish it from those derived by Shlomo, et al (2009). Properties of these indicators, including motivation, formulation, and use, have previously been described (Cobben, et al (2005), Schouten, et al (2007, 2009), Schouten (2007), Särndal and Lundström (2008, 2010), and Särndal (2011)).

The survey quality indicators $R$, $B$, $W$, $Q$, and $H$, may hold high promise as alternatives to the response rate, but their properties under non-ignorable nonresponse has yet to be investigated. The goal of this project is to assess the empirical properties of indicators under non-ignorable nonresponse. A large national survey, the National Health and Nutrition Examination Survey (NHANES), is used as the finite population for the simulation experiment. We will draw samples as simple random samples from the NHANES data set. Simulation parameters include the response rate and bias magnitude. We report indicators of their distribution profile under each simulation scenario, and their ability to anticipate the level of bias that may arise in a specific survey analysis.

The contents of this article are arranged as follows. Section 2 details the methods used in the simulation experiment. In section 2.1, we first describe the finite population and summarize the covariates used in this study. Section 2.2 describes the study design. Section 2.3 justifies the simulation sample selection. Section 2.4 reviews the estimates of survey quality indicators and defines notation. Section 3 discusses the results of the simulation experiments by simulation parameters. Finally, section 4 gives a summary of the findings and gaps in the literature, and suggests future research.

## 2. Methods

### 2.1 Data

The simulation study uses data from National Health and Nutrition Examination Survey (NHANES). Five cycles of NHANES data from 1999 to 2008 are combined. Subjects 18 years and older are included. This gives a total sample size of 28,852 which serves as the true finite population.

A general response model assumes a dependency between response probability and some covariates. The covariates could be survey variables and/or auxiliary variables. Auxiliary variables usually are available from outside sources such as a registry or a sampling frame. Five demographic variables from NHANES are used as auxiliary variables so that the covariance among auxiliary variables better resembles real data encountered in practice.

Specifically, subject-level demographic information, including Gender ($X_1$), Age ($X_2$), citizenship Status ($X_3$), Household Size ($X_4$), and Ethnicity ($X_5$) are used as auxiliary variables. One continuous survey variable ($Y$) is created based on these auxiliary variables so that the associations between the survey variable and the auxiliaries can be manipulated.

The true population $R^2$ is set to be 0.7 for the linear model that created $Y$ using five auxiliary variables. Since Ethnicity is a factor, four dummy variables are constructed, namely...
\(X_{5.1} \) through \(X_{5.4}\). The response variable is created based on the following linear model:

\[
Y_i = 0.5 + 5X_1 + 2X_2 + X_3 - 0.5X_4 + X_{5.1} + X_{5.2} + X_{5.3} + X_{5.4} + \epsilon_i
\]

where \(\epsilon_i \sim N(0, V)\) and \(V\) is such that \(R^2 = 0.7\).

Population summary statistics are: average \(Y\) is 98.98 (SD = 49.33); 52% of subjects are female; the mean age is 47.3 years (SD = 20.35); 14.3% of subjects have U.S. citizenship; and the average household size is 3.2 persons (SD = 1.69, range 1 to 7). The distribution of ethnicity is: Mexican American 21.8%, other Hispanic 5.7%, non-Hispanic white 47.5%, non-Hispanic black 21%, and other 4%.

2.2 Study Design

The goal of the study is to assess the empirical properties of indicators under non-ignorable nonresponse. Specific objectives are 1) to compare bias among indicators and 2) to compare variances among indicators. We study the empirical properties of these indicators assuming that all covariates affecting true response probability are included in the response propensity model. We study the condition of a single survey variable of interest. All indicators are computed using the same covariates to ensure the comparability.

Based on the auxiliary variables and a generated survey variable as described above, three response models are studied to create response probabilities that have weak, medium, and strong dependency on the covariates. The response model has a general form of

\[
\text{logit}(\theta) = \gamma_0 + \gamma_1X_1 + \gamma_2X_2 + \gamma_3X_3 + \gamma_4X_4 + \gamma_5X_{5.1} + \gamma_6X_{5.2} + \gamma_7X_{5.3} + \gamma_8X_{5.4} + \gamma_9Y
\]

(1)

where \(\theta\) is the response probability and \(\gamma_0\), the intercept, is a function of desired response rate.

We study three missing data mechanisms, namely, missing completely at random (MCAR), missing at random (MAR) and non-ignorable missingness (MNAR). Under MCAR, the response probability is a constant, independent of any covariates. Under MAR, the response probability depends on auxiliary variables only. Under MNAR, the response probability depends on both auxiliary variables and survey variables.

Specifically, using the response model in (1), the \(\gamma\) coefficients for auxiliary variables and the survey variable \(Y\) can be written as \(\gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_9\}\). Under MCAR, \(\gamma = 0\). For MAR, \(\gamma = \{1, 1, 1, 1, 1, 1, 1, 0\}\), \(\gamma = \{2, 2, 2, 1, 1, 1, 1, 0\}\), and \(\gamma = \{5, 5, 5, 1, 1, 1, 1, 0\}\), for weak, medium, and strong dependency model, respectively. Formulas below listed the response model under MNAR. The weak dependence model:

\[
\text{logit}(\theta) = \gamma_{0w} + 1X_1 + 1X_2 + 1X_3 + 1X_4 + 1X_{5.1} + 1X_{5.2} + 1X_{5.3} + 1X_{5.4} + 1Y
\]

The medium dependence model:

\[
\text{logit}(\theta) = \gamma_{0m} + 2X_1 + 2X_2 + 2X_3 + 2X_4 + 1X_{5.1} + 1X_{5.2} + 1X_{5.3} + 1X_{5.4} - 10Y
\]

The strong dependence model:

\[
\text{logit}(\theta) = \gamma_{0s} + 5X_1 + 5X_2 + 5X_3 + 5X_4 + 1X_{5.1} + 1X_{5.2} + 1X_{5.3} + 1X_{5.4} - 50Y
\]

The intercept \(\gamma_0\) is used to control the response rate. Since the response rate is an increasing function of intercept, one can numerically identify the intercept to get the desired response rate. Based on the response model in (1), one can write \(\theta_i = 1/exp(-\gamma X_i)\). Here we loosely use the notation using \(X\) to denote the \(i\)th row of design matrix in (1) that includes intercept, covariates and a survey variable for the \(i\)th person. The specific procedures are:
1. To put all covariates in the response model on the same scale we standardize $X$ to $Z$.

2. To control the stochastic aspect of response behavior we scale coefficients $\gamma$ so that linear predictor has variance of 1.

3. To compute $\gamma_0$ with respect to response rate using bisection root finding algorithm.

Based on each of these models and procedures, true response probabilities are generated. Eight response rates are studied that range from 0.2 to 0.9 in 0.1 increment. In summary, true response probabilities are created under 3 models and 3 nonresponse mechanism for each of the 8 response rates, for a total of 72 simulation scenarios.

2.3 Sample Selection

Ten-thousand simple random samples are drawn from each scenario with a sampling rate of 1:10 and the sample-based indicator values are computed and compared to the population true indicator values. Bias and variances are computed. The number of simulation samples is determined by two goals of the simulation. The first goal is to compare the difference in the biases of $\hat{R}$- and $\hat{B}$-indicators. The second goal is to compare the difference in the variance of the same two indicators. We want to know whether one indicator is better than another with respect to bias and variance.

The difference in the bias of two estimators, $\hat{R}_1$ and $\hat{B}_3$, from their parameters $R_1$ and $B_3$ is estimated by the formulas below. In each sample that is selected, both $\hat{R}_1$ and $\hat{B}_3$ are computed. Let $\hat{\theta}_1$ denote $R_1$ and $\hat{\theta}_2$ denote $B_3$, we have

$$\hat{D} = b(\hat{R}_1) - b(\hat{B}_3)$$
$$\hat{D} = \frac{1}{S} \sum_{s=1}^{S}(\hat{\theta}_1s - \theta_1) - \frac{1}{S} \sum_{s=1}^{S}(\hat{\theta}_2s - \theta_2)$$
$$\hat{D} = \frac{1}{S} \sum_{s=1}^{S}(\hat{\theta}_1s - \hat{\theta}_2s - \theta_1 - \theta_2)$$

By setting the desired $CV$ of the estimated difference in bias to $k = 0.075$, we have

$$CV[\hat{D}] = \frac{v(d)/S}{D} = k = 0.075$$
$$\Leftrightarrow S = \frac{v(d)}{(k)^2} = \frac{0.03^2}{(0.075 \times 0.004)^2} = 10,000$$

(2)

where $v(d)$ is the unit variance of the differences, $\hat{\theta}_1s - \hat{\theta}_2s$, and $D = E(\hat{D})$. Since $R$- and $B$-indicators are closely related, their $D$ and $v(d)$ are very small which amounts to ten-thousand of samples to detect a $cv$ of 0.075.

2.4 Estimates

For the purpose of our simulation study, the bias is defined as the differences between the sample response mean and the corresponding true population value. That is, $Bias = E(y_r) - \bar{Y}_U$. Hence, the bias varies for each sample. We show the relbias, $Bias/\bar{Y}_U$, which gives a sense of bias in relation to the population mean.

The indicators studied in this article can be categorized into two groups. The first group, representativeness indicators, including $R_1$, $R_2$, $R_3$, $B_1$, $B_2$, and $B_3$ are survey-level indicators that are proposed to facilitate the assessment of survey quality and the
comparison of the fieldwork strategies. The second group, bias indicators, including $Q_1$, $Q_2$, $H_1$, $H_2$, and $W$, are proposed as computational tools to aid in the selection of auxiliary variables for weighting purposes. Among them, $Q_1$, $Q_2$ are survey-level whereas $H_1$, $H_2$, and $W$ are estimate-level indicators.

For brief interpretations, $R$-indicators measure the departure of the response from MCAR. One yields a lower $R$-value when the nonresponse is non-ignorable. $B$-indicators measure the similarity between respondents and nonrespondents. Similar to the $R$-indicators, a lower $B$-value implies non-ignorable nonresponse. $Q$- and $H$-indicators help to select weighting variables in bias reduction. Higher values of $Q$ and $H$ indicate superior bias reduction in auxiliary variables. Finally, $W$-indicator measures confidence band of the unknown bias, hence a smaller value is preferred. The mathematical formulations of these indicators and their possible range are summarized in the table 1 below.

$R$, ranged from 0 to 1, was designed to measure the departure of the response from missing completely at random. We expect a lower $R$ value when the nonresponse is non-ignorable. $B$, similar to $R$ sitting on a unity scale, measures the similarity between respondents and nonrespondents. A higher value of $B$ indicates a balanced response set as comparing to a lower $B$ value. Hence, we expect a lower $B$ value under non-ignorable nonresponse. $W$, $Q$, and $H$, developed as bias indicators on auxiliary variable selection for weighting purpose, were shown to have ability of selecting effective auxiliary sets in reducing bias. Auxiliary variables that obtain higher values of $Q$ and $H$ are superior in bias-reduction than those of lower indicator values. On the other hand, lower $W$ is preferable than higher $W$ since it measures the confidence band of the unknown bias.

2.4.1 Notation

Unless otherwise noted, we distinguish stochastic variables from their realizations by using upper-case and lower-case letters. We focus on three groups of variables: first, the survey question of interest, denoted by $Y$; second, the auxiliary variables and paradata that can be linked to individual subject, denoted by $X$; and third, the response indicator, $I$, where $I = 1$ if responded, otherwise $I = 0$.

The following table shows the notation used in the remainder of the discussion.

<table>
<thead>
<tr>
<th>$r$</th>
<th>responding set</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>full initial sample</td>
</tr>
<tr>
<td>$Y$</td>
<td>survey variable</td>
</tr>
<tr>
<td>$\beta$</td>
<td>ordinary least square estimate of population coefficient</td>
</tr>
<tr>
<td>$x$</td>
<td>auxiliary vector</td>
</tr>
<tr>
<td>$\pi$</td>
<td>inclusion probability</td>
</tr>
<tr>
<td>$d$</td>
<td>design weight $= 1/\pi$</td>
</tr>
<tr>
<td>$I$</td>
<td>response indicator, where $I = 1$ if responded, otherwise $I = 0$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>unknown response propensity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>unknown response influence; $= 1/\theta$</td>
</tr>
<tr>
<td>$P$</td>
<td>unweighted survey response rate</td>
</tr>
<tr>
<td>$P_d$</td>
<td>design-weighted response rate, $= \sum_r d_k/\sum_s d_k$</td>
</tr>
</tbody>
</table>

In addition, we adopt Särndal and Lundström’s notation. In symbols with two indices separated by a semicolon, such as $x_{r,d}$, the first index, $r$, shows the set of units over which the quantity is defined, and the second, $d$, shows the weighting. In symbols with three indices and a bar (|), such as $B_{x|r;d}$, the first index, $x$, shows the estimate $B$ was computed upon, and the second, $r$, and the third, $d$ are the set of units and the weighting as mentioned above.
Table 1: Candidate indicators, formula, range, and y-dependency

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Formula</th>
<th>Range</th>
<th>Y-dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$1 - 2S_{\theta</td>
<td>s}$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$1 - 4S_{\theta</td>
<td>s}^2$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$1 - \Re^2$</td>
<td>0 to 1</td>
<td>no</td>
</tr>
<tr>
<td>$B_1$</td>
<td>$1 - S_{\theta</td>
<td>s,d}^2/P_d(1 - P_d)$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$B_2$</td>
<td>$1 - 4S_{\theta</td>
<td>s,d}^2$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$B_3$</td>
<td>$1 - 2S_{\theta</td>
<td>s,d}$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>$S_{\phi</td>
<td>r,s}^2$</td>
<td>no limit</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>$CV(\hat{\phi})$</td>
<td>no limit</td>
<td>no</td>
</tr>
<tr>
<td>$H_1$</td>
<td>$Q_2 \times R_{y,x} \times</td>
<td>R_{D,C}</td>
<td>$</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$Q_2 \times R_{y,x}$</td>
<td>no limit</td>
<td>yes</td>
</tr>
<tr>
<td>$W$</td>
<td>$\sqrt{1 - corr^2(\beta'X, Y)} \sqrt{1 - corr^2(\beta'X, I)}$</td>
<td>0 to 1</td>
<td>yes</td>
</tr>
</tbody>
</table>

3. Results

3.1 Sampling properties

Figure 1 illustrates selected sample indicators under three nonresponse mechanisms with a fixed response rate of 0.5. Each box-plot is a distribution of 10,000 samples of size 1 : 10 (that is, n=2,885). The red dots indicate the true population values for the corresponding indicators.

All indicators, except for $R$s, closely correspond to the true population values under three missing data mechanism. Under MCAR, the true population $R$ values are 1 for $R_1$ and $R_2$. The true population $R_3$ depends on the true response probability ($\theta$) where the maximum true value is close to 1 when $\theta = 0.5$. Although $R$ indicators slightly underestimate the true value under MCAR and consistently overestimate the true value under MAR and MNAR, they do differentiate various non-response mechanisms. This is not surprising, since $R$-indicators measure the departure from MCAR. Under MCAR, $R$-indicators give a value close to 1, whereas their values are lower than 0.8 under MAR and MNAR.

$B$-indicators very closely correspond to their true population values. In general these indicators have higher values higher than those of $R$-indicators. Similar to $R$-indicators, $B$-indicators very well differentiate various nonresponse mechanisms. As shown by the simulation results, under MCAR $B$-indicators display very small variation compared to the results obtained under MAR and MNAR.

Under the MCAR nonresponse mechanism and "correct model", $Q$-indicators closely correspond to their true population value except when response rate is 20%. Under MCAR, $Q_1$ is almost unbiased, especially with a response rate of 50% or higher. However, $Q_2$ tends to very slightly overestimate the true population value. On the other hand, both $Q_1$ and $Q_2$ are unbiased under MAR and MNAR invariant to the response rate. The variance of the $Q$-indicators decreases with increasing response rate.
The relationship between sample-based $H$-indicators and population $H$-indicators under MCAR is similar to that of the $Q$-indicators. $H_1$ and $H_2$ have similar sampling variation. Variation in these indicators decrease very quickly with increasing response rate. Under MCAR where there is no bias, the $H_1$ indicator closely reflects the true response rate, even when the response rate is as low as 0.3. On the other hand, $H_2$ always slightly overestimates the true population value under MCAR.

Sampling variation among all indicators is small (mostly less than 0.05) and does not vary significantly across different response rates. $R$- and $B$-indicators have similar sampling variation, whereas $Q$- and $H$-indicators have similar sampling variation. One exception is $Q_1$ which has significantly larger variation when the response rate is 30% or less. The sampling variation for $Q_1$ under MCAR is larger than 0.15, more than 3-folds than that of other indicators. Under MAR and MNAR, then sampling variation for $Q_1$ reaches 0.5 when response rate is 30% or less. Similar sampling variation patterns are observed across different missing data mechanism and different bias models.

Sampling variation among all indicators, except for $Q_1$, increases very slightly (within 0.01 for $R$ and $B$ and within 0.04 for $H$ and $Q_2$) with increasing bias of sample mean. Again, the variation of $Q_1$ has very sharp slope closely associated with the increasing bias. Furthermore, the patterns described in this section for all indicators in regard to both bias and variance are the same among three bias models.

In this study, the $W$-indicator appears to be close to a constant across all simulation scenarios. We look at its theoretical derivation. It is proportional to the product of two correlations. One is the correlation between $\hat{Y}$ and $\hat{Y}$, and the other is the correlation between $Y$ and $I$, where $I$ is the response indicator. Since we fixed the $R^2$ to be 0.7. This might explain why $W$ does not vary much. We will omit it for further discussion in this document.
3.2 The effect of nonresponse mechanism

As mentioned previously, $R$-indicators very well differentiate various nonresponse mechanisms. Although both $R_1$ and $R_2$ are reasonable corresponding to the true population value, $R_3$ in general departed from the true value significantly more than that of $R_1$ and $R_2$. This is, in part, attributed to the fact that $R_3$ has a very different formulation. Similar to $R_1$ and $R_2$, $R_3$ tends to overestimate the true value, with larger scale than $R_1$ and $R_2$. One exception where $R_3$ is almost unbiased to the true value is under MCAR and at the response rate of 0.5. The distribution of $R_3$ in terms of correspondence to the true value has an inverse U-shape across response rate which is true among all nonresponse mechanism. $R_3$ vastly overestimates the true value when sample response rate is away from 0.5 in either directions, and is unbiased at sample response rate of 0.5. This pattern is consistent across all nonresponse mechanism. On the other hand, $R_1$ and $R_2$ have very similar values under MCAR, their differences increase with similar scale under MAR and MNAR. These differences narrows down with increasing response rate.

$B$-indicators, as mentioned previously, have very similar profile as the $R$-indicators. Under MCAR, $B$-indicators do not vary considerably across different response rates; they range from 0.98 to 0.99, closely corresponding to the population value of 1 under MCAR condition. On the other hand, $B$-indicators consistently overestimate the population true value under MNAR invariant to the response rates. The variation of $B$-indicators are small across different nonresponse mechanism.

Under MCAR, $Q_1$ slightly overestimates the true population value in low response rate. With response rate of 0.4 or higher, $Q$-indicators are closely correspond to the true value under all nonresponse mechanism. $Q$-indicators are almost unbiased under MAR and MNAR regardless of the response rate. $Q_2$ in general is closer to the true value than $Q_1$, especially when response rates are lower than 0.7.

For $H$-indicators, $H_1$ is closer to its true value compared to $H_2$ under MCAR. Under MCAR, the deviation between $H$-indicators and their corresponding true values diminishes with increasing response rate. On the other hand, $H$-indicators are almost unbiased under MAR and MNAR regardless of the response rate. Similar to $Q$-indicators, $H$-indicators are not sensitive to different nonresponse mechanisms. The values of $H$-indicators are very similar between different nonresponse mechanism.

3.3 The effect of response rate

The value of $R_1$ and $R_2$ have a slight U-shape curvature where the lowest point is at a response rate of 0.5. The value of $R_3$ has an inverse U-shape that peaks at a response rate of 0.5. Similarly, the shape of $B$-indicators across different response rates is strikingly similar to that of $R_1$ and $R_2$. They remain almost constant across response rates under MCAR and have a slight U-shape curvature across response rate under MAR and MNAR. For both $Q$ and $H$, the bias-reduction indicators, although in different magnitudes as compared to the $R$ and $B$-indicators, their values decrease with increasing response rates. This is intuitive since bias decreases with increase response rates. $Q$ and $H$ are bias-indicators and hence decrease when the response rate is high. Figure 2 illustrates the profile of each indicator across response rates under MCAR and model 3. Figure 3 illustrates the profile of each indicator under MAR and model 3. To aid the visual comparison all graphs are on the same scale and therefore $Q_1$ is truncated for values large than 1.
Figure 2: Indicators by response rate under MCAR

Figure 3: Indicators by response rate under MAR
3.4 The bias of the estimated mean

Recall that the \( \text{Bias} = E(y_r) - \bar{Y}_U \). Figure 4 illustrates the relationship between sample indicator values and the sample relative bias under MNAR and model 3. Again, to aid the visual comparison all graphs are on the same scale and therefore \( Q_1 \) is truncated for values large than 1. One notices the similarity between figures 3 and 4. This is because bias and response are proportional to each other.

Both representativeness indicators and bias-reduction indicators closely correspond to the bias. However, the representativeness indicators do not have monotone relationships with the bias. The values of the representativeness indicator decrease in general with increasing bias, however, with a slight upward-curvature when the bias is large. The bias indicator \( Q \) and \( H \) demonstrate a good association with bias, larger values of the bias indicator corresponding to larger bias in the estimated mean. These patterns are consistent for both MAR and MNAR and for all three bias models.

![Figure 4: Indicators under various bias magnitude](image)

4. Summary

Under MCAR, there is no bias and the response set is representative. \( R_1, R_2 \) and \( B \)-indicators have values that are close to 1, whereas bias indicators \( Q \) and \( H \) have values close to 0. This is expected since in a perfectly representative sample \( R = 1 \) and \( B = 1 \). Furthermore, a perfectly representative sample has no bias, hence \( Q \) and \( H \) are close to zero.

On the other hand, when the nonresponse is non-ignorable, this implies that the respondent set is biased. The values of \( R_1, R_2 \) and \( B \)-indicators depart from 1 and the bias indicators \( Q \) and \( H \) have larger values that correspond to the magnitude of bias.

We also observed that the variation of these indicators does not increase significantly with lower response rate and larger bias. One exception is \( Q_1 \) which has large sampling...
variation for a low response rate. Most of these indicators’ values are not sensitive to the response rate and bias.

In general, the variation of these indicators decreases with the increasing response rate and decreasing bias. It is expected that the profile of $R_1$ and $R_2$ and $B$-indicators are similar under all investigated scenarios since they have very similar theoretical derivations. Similarly, the profile of $H$ and $Q$ are similar because they originate from the same framework. One exception is $R_3$, whose value has an inverse U-shape across response rates and is only unbiased at response rate of 0.5 and under MCAR.

Overall, the values of the bias indicators, $H$ and $Q$, closely correspond to the magnitude of the estimator bias, especially $Q_1$, $Q_2$, and $H_2$. $H_1$ increases with the increasing value of bias, but with significantly less scale. On the other hand, the representative indicators $R$ and $B$ do not have monotone association with bias, although they do in general decrease (indicating that the respondents are less representative) with increasing bias magnitude.

From the perspective of a representative sample, the representativeness indicators do differentiate between nonresponse mechanisms. Lower values of $R$ and $B$ are observed under MAR and MNAR where $R_1$ and $B_3$ demonstrate a larger departure from 1 as compared to $R_2$, $B_1$, and $B_2$. A less representative sample implies a larger bias in the sample estimates. The bias indicators corresponds to bias in a monotone fashion.

In summary, the bias indicators are better indicators for assessing both representativeness and bias. However, in this study we investigated only a single survey variable. Nowadays most surveys are multi-purpose. When more than one survey variable exists, the bias indicators $H_1$ and $H_2$ that are $Y$-dependent cannot be used as survey-level representativeness indicators. Instead, $Q$-indicators that are $Y$-independent might be good candidates for evaluating both representativeness and bias. However, the drawback of this approach is that $Q$-indicators are not bounded which leads to difficulties in interpreting how representative a respondent set is for a $Q$ value of, say, 0.8.
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