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Combining Cluster Sampling and Link-Tracing Sampling: Estimating the
Size of a Hidden Population in the Presence of Heter ogeneous
Link-Probabilities M odeled by a L atent-Class M odel

Martin H. Felix-Medinat Jedis A. Doninguez-Molind
Abstract

In this work we proposed estimators of the size of a hiddenfadion, such as sexual workers
and drug users. Specifically, we derive unconditional amtlitmnal maximum likelihood esti-
mators to be used along with the variant of link-tracing stmgpproposed by Elix-Medina and
Thompson (Jour. Official Stat., 2004). In this variant, a glimg frame made up by sites where
the members of the population can be found with high proligds) such as bars and parks, is
constructed. The population is not assumed to be completeigred by the frame. Then an initial
simple random sample of sites is selected from the framep€&bple in the sampled sites are identi-
fied and they are asked to name other members of the populdfimeay that there is a link between
a site and a person if that person is named by at least onei@ntbe site. Following an idea used
by Pledger (Biometrics, 2000) in the context of captureaptare, we derived maximum likelihood
estimators under the assumption that the elements in thdqtam can be grouped into a number of
classes according to their susceptibility of being linked site in the initial sample. Elements in the
same class have the same probability of being linked to é&pat site, while elements in different
classes have different link probabilities. This assumptilows us to model the heterogeneity of
the link probabilities. The unconditional maximum likesibd estimator is obtained by using the
ordinary maximum likelihood approach, whereas the coon@i maximum likelihood estimator is
obtained by using an approach proposed by Sanathanan Goinsllath. Stat., 1972). The results
of a simulation study indicate that the proposed estimatxsire relatively large sampling frac-
tions to perform satisfactorily, otherwise they presemtybems of high variability and numerical
instability.

Key Words: Capture-recapture, chain referral sampling, hard-teatgiopulation, latent class
model, maximum likelihood estimator, snowball sampling

1. Introduction

Link-tracing sampling (LTS), also known as snowball sampling or chaerraf sampling,
has been proposed for sampling hidden or hard-to-detect populatioeis as drug users,
sex workers, HIV infected people and undocumented workers. In thisadean initial
sample of members of the target population is selected and the people in the amtdes
are asked to name or to refer other members of the population to be includedsartiple.
The named people who are not in the initial sample might be asked to refempettsans,
and the process might continue in this way until a specified stopping rule iBesatis
Félix-Medina and Thompson (2004) proposed a variant of LTS in whichirttial
sample is a simple random sample without replacement (SRSWOR) of sites ¢é&lente
a sampling frame made up by venues where the members of the population mighhbde
with high probabilities, such as public parks, bars and blocks. The piguiia not as-
sumed to be completely covered by the frame. The members of the populatidrelaing
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to a sampled site are identified and they are asked to name other members ofiatiqaop

In order to obtain a maximum likelihood estimator (MLE) of the size of the population
those authors assumed that the probability that a person is named by sog jrea par-
ticular sampled site, which we will call link probability, depends on the site, buibn the
named person, that is, they assumed homogeneous link probabilities.

Later, Felix-Medina et al. (2009) extended the previous work to the case in whéch th
link probabilities depend also on the named people, that is, heterogendgumlirabilities.
They modeled the link probability between a site and a person by means of alogistt
normal model which is a function of two additive effects: a fixed effesbamted with the
site and a normally distributed random effect associated with the persarse Huthors
proposed a conditional MLE of of the population size. In a Monte Carloystadried
out by them, they found that their estimator performed reasonably well, &uit thas not
robust to some deviations from the assumptions under which it was detivedrticular,
it was not robust to deviations from the normal distribution of the randdectsf

In this work we use a latent class model, suggested by Pledger (2000) ¢ortext
of capture-recapture, to model the heterogeneity of the link probabilities.g@al is to
obtain a robust estimator of the population size. The structure of the pageefdows. In
Section 2 we describe the variant of LTS proposed &jxFMedina and Thompson (2004).
In Section 3 we present the models we propose to describe the sampliregiprecin
Section 4 we derive unconditional and conditional MLEs of the populaiiz &1 Section
5 we present the results of a Monte Carlo study carried out to observeetfmance
of one of the proposed estimators, and finally in Section 6 we presenlusar s and
suggestions for future research.

2. Sampling Design

In this work we consider the LTS design proposed BipFMedina and Thompson (2004).
Thus, letU be a finite population of an unknown numbenf people. We assume that a
portionU; of U is covered by a sampling frame df sitesA1, . .., Ay, where the members
of the population can be found with high probability. We suppose that we aaviterion
that allows us to assign a personlin to only one site in the frame. Notice that we are
not assuming that a person could not be found in different sites, buytasan ordinary
cluster sampling, we are able to assign that person to only one site, fordastae site
where he or she spends most of his or her time. Mgtdenote the number of members of
the population that belong to the sitg, i = 1,..., N. From the previous assumption it
follows that the number of people i, is 7, = Z{V M; and the number of people in the
portionUs = U — Uy of U that is not covered by the frameig =7 — 7.

The sampling design is as follows. A SRSWGR of n sitesA;, ..., A, is selected
from the frame and thé/; members of the population who belong to the sampled4ite
are identified; = 1,...,n. Let Sy be the set of people in the initial sample. Notice that
the size ofSy is M = Y"1 M;. The people in each sampled site are asked to name other
members of the population. We will say that a person and a site are linked dfahg
people who belong to that site names him or her. For each named pers@atavd the
sites that are linked to him or her, and the portioofU; — Sy, a particulard; € S, or
Us, that contains him or her.

3. Probability Models

As in Felix-Medina and Thompson (2004), we will suppose that the numtigrs. ., My
of people who belong to the sites,, ..., Ay are independent Poisson random variables
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with mean);. Therefore, the joint conditional distribution @¥/1, . .., M,,, 1 — M) given
that>"V M; = 7 is multinomial with probability mass function (pmf):

= e (O (2w

To model the heterogeneity of the link probabilities we will consider a latensclas
model proposed by Pledger (2000) in the context of capture-reeapiinus, we will as-
sume that each person U4, belongs to only one of’ classes according to his or her
propensity to be linked to a site i#)4. The idea behind these classes is that people in the
same class have the same probability of being linked to a skg jifbut people in different
classes have different link probabilities.

Let p((;k) be the probability that a randomly selected person fednbelongs to class.

We will suppose thap(k) >0,c=1,...,C,and thatzl pc = 1. In addition, we will
assume that the numbér of classes is a fixed known number. It is worth noting that we
are not assuming that we know the class to which a person belongs.

Let us define the link indicator variablééi(k)s be(k) = lif personj in Uy — A; is

linked to siteA;, andXZ(j]?) =01if j € A; orthat personis notlinked td;, j =1, ..., 7%,
i=1,...,n,andk = 1,2. We will suppose that if persohin U, — A; belongs to class,
then

1’

Pr (X( = 1|5 € Uy — A; belongs to class) ot

(k)

explu® + a (k)

+ Te + (0”7)1'(: }

1t expl® + ol + 5 4+ (ap)P)

i=1,---,n;c=1,---,C.

(®)

In this model,.(¥) is a fixed general eﬁectygk) is a fixed effect associated with sitg,
which indicates the potential of; of forming links with people iV, — A;; né"” isarandom
effect associated with clagswhich indicates the propensity of the people in that class of
being linked to the sites i8 4, and(an)gf) is a random effect associated with site and
classc that indicates the interaction between them.

For persory in U, — Sy we will define then-dimensional vectoKE»k) (X(k)

1j e
Xff;)) of the link indicator variables associated with tlwh person. Notice thaKS.k)
indicates the sitesl; € S, that are linked to that person. L8&t= {(x1,...,zy) : z; =
0,1; ¢ =1,...,n}, the set of alh-dimensional vectors such that each one of their elements
is either0 or 1. Then the probability that the vector of link indicator variables associated
with a randomly selected person frdifp — Sp equalsx = (z1,...,z,) € Q is given by
n k 1—z;
_Z : exp{wz[u(’“ +a 45 4 (an)P)y
=1 it L+ exp[p®) + az( "0+ ()

wherepy; = (p{", ..., p") andyy = (1), {al"}1, (Y, {(an) 1T,

Similarly, for personj in A;; € Sy, we will define the(n — 1)- dimensional vector
XE.AZ") = (Xl(;.‘i’), e X(Aii),XZ(ﬁljg, . ,Xfl?i’)) of the link indicator variables associ-
ated with thej-th person. Le€Q; = {(z1,...,zy_1,Ziy1,...,2n) : x; = 0,1;0 #

i'’, 1 =1,...,n}. Then the probability that the vector of link indicator variables associated

4452



Section on Survey Research Methods —JSM 2012

with a randomly selected person frafiy € Sy equalsx = (21, ..., Ty 1, Tiri1y- .., Tn)
€ Q; is given by

w4 o ) = 30 T [0 [1 - o)

c=1 i’

:ip(n” exp{i[u >+a()+n§) + (« )EC]}

=1 i 1+ explu) + 0%(1) + 77c + («a ) ]

It is worth noting that the parametgpg ands;; are not identifiable. To solve this problem
we need to impose some constrains on them. For instance

C
Zpgﬂ)zl, alk) = 0, ngg)—O and (an)gf)zo ifi=nore=C, k=1,2.

Another possibility is sum-to-zero constrains:

C n C n C
S -1 S o0, Y -0 and S @ <0, k-2
1 1 1 1 1

Thus, letp;, = (p{*), ..., p*) | ) andy;, be the vector of the parameteré), o*), n{*) and
(om)( ) that are identifiable.

’c

4, Likelihood Function

To construct the likelihood function we will factorize it into different compats. One
factor is associated with the probability of selecting the initial santplewhich is given
by the multinomial distribution1(), that is,

!

Lyurr(m) o (1 =n/N)™.

(11 —m)!

Two other factors are associated with the probabilities of the configuradiblisks
between the people iti, — Sy, £ = 1,2, and the sitesi; € S4. To obtain these factors,

for x = (x1,...,2,) € Q, let Rﬁf) be the random variable that indicates the number of
distinct people iU, — Sp whose vectors of link indicator variables are equatid-inally,
let Ry be the random variable that indicates the number of distinct peoplg 1.5, that
are linked to at least one sitg € S4. Notice thatR;, = ZXGQ_{O} Rg“), where0 denotes
then-dimensional vector of zeros, atRf]l) =1 —M—-R; andRéQ) = 19 — Ro.

Because of the assumptions we made about the variaq(j]@s, we have that given
My, ..., M,, the joint probability distribution of the variable{d{g)}xeg is a multinomial
distribution with parameter of sizq — M and probabilities‘m,((l)(pl, 1) }xeq, Whereas
that of the variable$R§f)}x€Q is a multinomial distribution with parameter of sizeand
probabilities{ 7<) (pa, ¥2) xea.

Therefore, the factors of the likelihood function associated with the jpibities of the
configurations of links between the peopldip — Sy, k = 1,2, and the sitegl; € S4 are

(11 —m)!

(r1 —m —mr)!

(1)

[T 0w x5 (pr )]~

xeQ—{0}

Ly(71,p1,91)
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and

To! e

Lo(raspo ) o s [T w2 )™ (g (o2 )77

" xeQ-{0}

The last factor of the likelihood function is associated with the probability ottre
figuration of links between the people #y and the sitesi; € S4. To obtain this factor,
forx € Q let R,(CA“) be the random variable that indicates the number of distinct peo-
ple in A; € S4 whose vectors of link indicator variables equal Finally, let R(4«)
be the random variable that indicates the number of distinct people ik S4 that are
linked to at least one sitd; € S4, i # i’. Notice thatRA) = 3 o (o) R and
R((JAZ") = M; — R4, Then, givenM,, ..., M,, then the joint probability distribution
of the variabIES{RiAi')}xegi, is a multinomial distribution with parameter of sizé; and

probabilities{r\"" (p1, 1) }xe, -

Thus, the probability of the configuration of links between the peoptg iand the sites
in S 4 is the product of the previous multinomial probabilities (one for edghe S,4), and
consequently the factor of the likelihood function associated with that piiitlyas

Lo(p1, 1) o H H [”LAi,)(Ply¢1)]riAil>[7T(()Ai/)(p1,¢1)]mi'_r

i'=1x€Q, —{0}

(A,L‘l>

From the previous results we have that the likelihood function is given by

L(Tla 72, P1, P271/117¢2) = L(l)(Thpl,i/Jl)L(g)(TQ, P2, ¢2)7

where

Lay(m1,p1,91) = Lyurr (1) Li(71, 1, 1) Lo(p1,41)  and 2
L2)(12, P2, ¥2) = La(72, P2, ¥2). 3)

5. Unconditional and Conditional Maximum Likelihood Estimators

5.1 Unconditional estimators

Numerical maximization of) and @) yields the unconditional MLES;, ﬁg andzﬂg of
Tk, Pk @Ndyy, k = 1, 2. Therefore, the unconditional MLE of= 7 +75 is 7V = #V -7V,
Although we cannot obtain closed forms fif, pY andy!, by computing the deriva-
tives of the logarithms of2) and @) with respect tor; andr,, respectively, equating those
derivatives to zero, and solving the equations#pandr,, we get that the unconditional
MLEs 7 and7{ can be expressed as
U M+ Ry U Ry

= W)U U and 7y = (2) (AU U
1_(1_'”/]\7)“0 (p1vw1) 1 —mg (P271/12)

wherep{ andy){’ are the unconditional MLEs qf;, andyy, k = 1, 2.
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5.2 Conditional estimators

Another approach to obtain estimatorspf p, andy; is the conditional maximum likeli-
hood estimation approach.This approach was proposed by Sanath@rahit the context
of capture-recapture estimation. Because the resulting conditional essraa¢oasymp-
totically equivalent to the unconditional MLEs, and they are easier to conipatethe
unconditional ones, several authors, such as Fienberg (1972 auriidand Agresti (1999),
have suggested this approach.

Thus, the idea is to factorize the probability mass function (pmf) of the multinomial

distribution of the variable$R§f)}x€Q as follows

Ly (71, p1, 1) < f({r }xealm, 71, p1,v1)
= f({r)((l)}XEQ—{O}’rh m,T1,P1, ¢1)f(7“1’m7 T1,P1, ’(/}1)

0 )
. H [ Tx ((11))1,%)
xcQ—{0} ) (p1, 1)
(7’1 — m)‘

m [1- 71'(()1) (p1,¥1)]™ [71'(()1) (p1, )]~

= L11(p1,¢1)L12(m1,p1,¢1) and
Lo (72, P2, ¥2) < f({r® Ixeq, T2 — 12|72, Pa, 12)
= F({rP }xea—(olr2, 72, P2, 12) f (12|72, P2, 2)

@ e
- H [ TTx (PZ ) ¢2) ‘|

xeQ—{o} L1 — 7 (P2, )
7_2! 2 r 2 o
m[l — 1 (P2, Vo) 2 [ (D2, W2)] 272
= Lo1(p2, ¥2) La2(T2, P2, ¥2).

Notice that in each case the first factbg;(px, ) is proportional to the joint pmf
of the variables{Rgf)}er_O, which is the multinomial distribution with parameter of
size Ry, and probabilities{w,(f)(pk,zpk)/[l - wék)(pk,wk)]}xeg,o, and that this distri-
bution does not depend on. Notice also that the second factatss (1, p1,1) and
Los(72, p2,12) are proportional to the pmfs of the Bin(— m,1 — n(()l)(pl,wl)) and
Bin(my, 1 — 7r(()2)(p2,¢2)), respectively, where Bin( 6) denotes the Binomial distribution
with parameter of size and probabilityy.

The conditional MLE$ andy{’ of p;, andi, k = 1,2, are obtained by maximizing
numerically

Ly1(p1,v1)Lo(p1,%1) and Lai(p2,2) 4)

with respect ta(p1,+1) and (pz, v2), respectively. Notice that the factors i) (do not
depend oy, k=1, 2.

Finally, by plugging the estimatgs{ and+¢' into the factors of the likelihood func-
tion that depend o, & = 1,2, and maximizing these factors, that is, maximizing
Lo (11, D1, U1) Laropr(m1) and Loy (7o, P2, 12), with respect tor; and 7, respectively,
we get that the conditional MLE&" and+{’ of 7, andr, are given by

M+ R R
= kil and 7§ = 2

1— (1—n/N)rd” (S, 0¢) 1 — 750 (B, ¥S)

A conditional MLE ofr is 7¢ = 7 + 7§
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Table 1: Characteristics of the four artificial populations used in the Monte Carttystu

Population | Population Il
N =200 N =200
M; ~ Poisson M; ~ Zero-truncated negative binomial
E(M;)=80  V(M;)=28.0 E(M;) =80  V(M;)=24.0

71 = 1600 7 =800 7 = 2400
Link probabilities: Latent class model
C = 2 classes

P =03 p =07 k=12

pk) _ _explu® +a® nct) +(am) ;)]
o Trexplu®+alM 44l +(am) V]
p® =13 o™ =_-12/(0.001 4+ /m;)
¥ =15 ¥ =00

71 =1701 7 =800 7 =2501
Link probabilities: Latent class model
C = 2 classes

V=03 pi =07 k=12
(k) _ exp[u(k)+Oz£k)+ﬁ§k)+(0”7)§f)]
e 1texpu®+al® 44 4 (am) ]

p® =13 o™ = -12/(0.001 + /m:)

¥ =15 p =00

Population 111 Population IV
N =200 N =200
M; ~ Poisson M; ~ Poisson
E(M;) =8.0 V(M;) = 8.0 E(M;) =8.0 V(M;) = 8.0
71 =1600 75 =800 7 = 2400 71 =1600 7 =800 7 = 2400

Link probabilities: Latent class model
C = 3 classes

=05p8) =03p =02, k=1,2
o) _

wc

(k)
P
explu® +al* 40 4 (an) ]
Ltexplu® -+l 448 1 (am) ]
p® =-13 o™ =_-12/(0.001 4+ /m;)
=15 9 =-1.0 nf” =00

Link probabilities: Mixed logit model
with scaled Student’s T random effects
o0 _ _expla 1)
9 1rexplal® +60]

o = —6.3/(0.001 + m/") p* ~ Ty /V15

i 7

6. Monte Carlo Studies

To observe the performance of the proposed estimators and comparwitfieother esti-

mators that have been proposed we carried out a simulation study. Tausnstructed
four artificial populations. A description of each one is presented in ThbNotice that

in Population I, Il and IV theV = 200 values of thel;’s were generated using a Poisson
distribution, whereas in Population Il they were generated using a aanoated negative
binomial distribution. In Populations I, Il and Il the link probabilities werengeated by
using a latent class model witli = 2 classes in the case of the first two populations and
C = 3 classes in the case of the last one. In Population IV the link probabilities were
generated using a mixed logit model with fixed effects associated with the shsitde

and random effects associated with the people.

Since in each of the populations the proposed estimators were computing_usiriy
latent classes, we have that in Population | no misspecification problemresesnp; in
Population Il, the distribution of thé/;s was misspecified; in Population IIl, the number
of latent classes was misspecified, and in Population IV, the model of therbivialpilities
was misspecified.

The simulation study was carried out by repeatedly seleating5000 samples from
each of the populations by using the sampling design described in Section hitigh
sample sizex = 20. From each sample the following estimatorsmof - and = were
computed: the proposed conditional MLES, 7' and7¢ obtained using” = 2 classes;
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Table 2: Relative biases and square roots of relative mean square erroses edttmators
of the population sizes. Results based on 5000 samples.

Population | Population Il Population Il Population IV
bil P N1 P bil p) bil P
048 040 046 044 044 041 046 041
Estimator r-bias \/r-mse r-bias \/r-mse r-bias \/r-mse r-bias /r-mse
Latent class & 0.00% 0.08% 0.009 0.099 -0.0ZD) 0.10Y -0.23 0.23
(C=2) 7§ 0.11%0) 0.54%6) 0.07%2) 0.663% -0.0741%) 0.42% -0.310) 0.320)
cond. MLEs 7¢ 0.042%) 0.19%%) 0.02°37) 0.2037) -0.04'%) 0.16'% -0.26% 0.26%
Mixed logit 7¢ -0.129 0.139 -0.18V 0.17D -0.10Y 0.11" 0.14Y 0.15V
normal  7{ -0.28Y 0.29Y -0.329 0.339 -0.22) 0.23Y 0.329 0.370
)
)
)

cond. MLEs 7¢ -0.17Y 0.18Y -0.21" 0.21") -0.14Y 0.18Y 0.2dY 0.211
Homogeneous; -0.19 0.20 -0.1®) 0.180) -0.10 0.11 -0.32 0.32
link-prob. 7 -0.32 0.33 -0.3@) 0.370) -0.23 0.24 -045 045
MLEs 7 -023 024 -0.23) 0.240) -0.14 0.15 -0.36 0.37
Notes: fi, sampling fraction irU;.. Upper script in parentheses indicates the percentage
of samples in which the estimator was not obtained because of numericargence
problems or because its value was greater than 10,000.

the conditional MLESC, 7§ and7“ proposed by Elix-Medina et al. (2009) and derived
from a mixed logit model with fixed effects for the sites and random nornfietsffor the
people and no interaction effects, and the Mk s andr proposed by Elix-Medina and
Thompson (2004) and derived under the assumption of homogeneoysdinbilities.

The performance of an estimatérof =, say, was evaluated by means of its rela-
tive bias (r-bias) and the square root of its relative mean square emwse) defined by
r-bias= >>1(%; — 7)/(r7) andy/r-mse= /> 1 (7 — 7)2/(r72), where7; was the value of
7 obtained in the-th sample.

It is worth noting that in many of the samples the proposed estimétpand conse-
quently7¢ were not computed because of problems of numerical convergencealythe
rithm of maximization or overestimation problems (estimates greater than 1000&e-T
fore, the results of the simulation study for each estimator, which are shoWabie 2,
were obtained using only the samples in which the estimator was computed.chcgea
timator the proportion of samples in which the estimator was not computed is shown in
parentheses in Table 2.

From the results we can see that in Populations I, Il and 11, where thefimikabilities
were generated using a latent class model, the proposed estimators dibwatesious
problems of bias, although the estimaigr presented problems of instability, which af-
fected the stability of . The problems of instability, as well as those of convergence and
overestimation were consequence of the not large enough sampling ricaaged inl/,

(the sampling fractiorf, was between 0.40 and 0.44). In these populations the other types
of estimators showed biases of larger magnitudes than those of the piagsiseators;
however, they were more stable than the proposed ones. In fact, in tethesremse the

best estimator of; was the proposed estimatdfr, whereas the best estimatorsrefand

T were the ones obtained from the mixed logit normal médeand7C.

Finally, in the case of Population 1V, every one of the estimators showexlisgsrob-
lems of biases that deteriorated its performance.
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7. Conclusions and Suggestionsfor Further Research

Th results of the simulation study show that the proposed estimatessaoidr present se-
rious problems of numerical stability and variability when the sampling fractied ursl/,
is not large enough. In addition, the proposed estimators seem to bénst to deviations
from the latent class model for the link probabilities. However, more conemste stud-
ies than that carried out here need to be implemented to analyze in detail finerzerce
of the proposed estimators.
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