
Enhanced Tipping-Point Displays

Victoria Liublinska∗ Donald B. Rubin∗

Abstract
Assumptions about the missingness mechanism often cannot be assessed empirically, which calls

for the sensitivity analyses. However, few studies with missing values are subjected to such anal-
yses due to the lack of clear guidelines on a systematic exploration of alternative assumptions as
well as the difficulty of formulating plausible missing not at random (MNAR) models. We present
graphical displays, based on the “tipping-point” analysis first introduced in Yan et al. (2009), that
help us visualize the results of a set of sensitivity analyses for missing outcomes in studies that com-
pare two treatments. The resulting “enhanced tipping-point displays” provide compact summaries
of conclusions drawn from different alternative assumptions about the missingness mechanism si-
multaneously. A recent use of these enhanced displays in a medical device clinical trial has helped
lead to FDA approval.
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1. Introduction

An assumption is unassessable if there is no statistical procedure that can be applied to
available data that would support the assumption, without adding more restrictions. Miss-
ing data modeling is one area of statistics where unassessable assumptions are essentially
inevitable. For most of the 20th century, the presence of missing values in the data was
largely handled by editing or case deletion (see Schafer and Graham, 2002), and only with
the formalization of a framework of inference from incomplete data developed in Rubin
(1976), did research on methods to handle missing data begin to gain momentum (Molen-
berghs, 2007). Rubin (1976) introduced the notion of “missing data mechanism” and for-
mulated three types of missingness mechanisms: missing completely at random (MCAR),
missing at random (MAR) and missing not at random (MNAR).

It is difficult to assesses assumptions about the missing data mechanism empirically,
without imposing additional structure on the data model or introducing other auxiliary in-
formation (Little and Rubin, 2002). Moreover, it is virtually impossible to test whether
the mechanism is MNAR because such models state that the missingness depends on the
unobserved values. Therefore, it is strongly recommended to perform sensitivity checks
when drawing conclusions from data with missing values.

Here we introduce a set of displays that reveal the effects of all possible combinations
of the values of missing data in the treatment and control groups, typically on p-values and
point estimates. The displays are based on the idea of “tipping-point” (TP) analysis, first
introduced in Yan et al. (2009) to assess the impact of missing data on the conclusions of
a study. Yan et al. (2009) defined the tipping points of a study to be the particular combi-
nations of missing data values that would change the study’s conclusions and presented a
simple way to display this information. We enhance this initial idea by adding more details
onto the display, including smooth changes in the quantities of interest, the output from
multiple MAR and MNAR models, and, when available, historical estimates.
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2. Notation and Definitions

For N independent units in the data set, let X = (xik) = (X1, X2, . . . , XK) be the NxK
matrix of K predictors (or covariates) and let Y = (yij) = (Y1, Y2, . . . , YJ) be the NxJ
matrix of outcomes. We define the matrix of missingness indicators for J outcomes, D =
(dij), such that dij = 1 if unit i is missing the j’th outcome. Let the set Yobs = {yij |dij =
0} represent observed values among outcomes and set Ymis represent the missing elements
of the matrix, Y = {Yobs, Ymis}. Also, let f(D|X,Y, φ) be the conditional distribution of
missingness indicators given all data values, observed and missing, and unknown vector-
parameter φ. We assume that the conditional distribution of outcomes Y given predictors
X has a probability model f(Y |X, θ), governed by a vector-parameter θ. The missingness
mechanism is called missing completely at random (MCAR) if

f(D|X,Y, φ) = f(D,φ),

for all D, X and Y , and for each possible value of φ. The missing data are missing at
random (MAR) if

f(D|X,Y, φ) = f(D|X,Yobs, φ),

for the observed D, X and Yobs, and for each possible value of φ.
Suppose we are interested in estimating the unknown vector-parameter θ in the distribu-

tion of complete data f(Y |X, θ). The missing data are said to be ignorable for the purpose
of direct likelihood (or Bayesian) inference on θ if the MAR assumption is satisfied and
parameters that govern the missingness mechanism, φ, do not carry any information about
θ (i.e., φ and θ are distinct, Rubin, 1976; Little and Rubin, 2002). If either the distinct-
ness of φ and θ or MAR is not met, missing data are considered nonignorable. Violation
of the former is less consequential because the likelihood-based inference will still pro-
duce consistent, although inefficient, estimates. If the missingness mechanism does not
satisfy MAR, it is regarded as missing not at random (MNAR) and requires specifying a
full-data likelihood f(Y,D|X, θ, φ), including the model for the missingness mechanism
f(D|X,Y, φ), to produce a generally valid likelihood-based inference with consistent es-
timates. In practice, such a model involves making assumptions about the distribution of
missing values that usually cannot be assessed empirically, and, therefore, the obtained
results should be subjected to sensitivity analyses.

One general approach to handling missing data is multiple imputation (MI, Rubin,
1987), used to create multiple completed datasets by imputing missing values from their
posterior predictive distribution f(Ymis|Yobs, X, θ, φ). The advantage of MI is that it en-
ables practitioners to use widely-available complete-data methods on each imputed dataset
separately and incorporate the uncertainty due to the presence of missing data by pool-
ing the results using Rubin’s Combining Rules (Rubin, 1987; 2004). More important, this
method is very suitable for performing sensitivity analyses because one can use multiple
models to generate imputations and compare conclusions across the models.

3. Sensitivity Analysis Using Enhanced TP Displays

Several guidelines on handling missing data issued lately (National Research Council,
2010; CHMP, 2009; Burzykowski et al, 2010) agree on the importance of performing
sensitivity analyses. However, they also note that there is a shortage of practical recom-
mendations as to how one should go about conducting the sensitivity analyses; no clear
consensus among statisticians has been achieved on this issue yet. TP analysis was first
proposed in Yan et al. (2009) to aid clinical reviewers when judging the impact of missing
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Figure 1: Basic tipping-point display presented in Campbell et al. (2011).

data on a binary outcome on the estimation of a treatment effect. Figure 1 from Campbell
et al. (2011) illustrates the initial idea of TP analysis described in Yan et al. (2009). It
results in the matrix of all possible combinations of a number of “successes” among non-
respondents in the treated group (horizontal axes) and the control groups (vertical axes).
Each combination is categorized based on whether the corresponding missing data would
change the conclusion about the estimated treatment effect’s statistical significance: the
staircase region marks the tipping points of the study, i.e., the combinations of the number
of successes among nonrespondents in the treated group and the control group that alter
the conclusion. One fundamental issue with this basic depiction is that the display does not
inform us about the likelihood of each individual combination. Therefore, unless we dis-
cover that none of possible missing data patterns change the study conclusion, we cannot
utilize these displays to their fullest potential.

We generalize the initial idea of TP analysis and propose a visual aid that allows for
a systematic execution of sensitivity analyses. The impact of missing values may be il-
lustrated by a TP display with horizontal and vertical axes representing a summary g(·)
of values of missing outcomes for treated and control groups, g(Y T

mis) and g(Y C
mis). The

analyst may choose any summary of interest as long as it is easily interpretable for the
intended audience. For example, for a continuous outcome, the axes can represent aver-
age outcomes among nonrespondents in treated and control groups. Here is the list of the
proposed enhancements to the basic TP displays:

• Ticks that represent historical estimates of the number of successes in each group,
when available.

• The results from the current basic modeling procedure, i.e., the posterior distribution
of missing data under the chosen model f(Y,D|X,T ), possibly, represented by MIs.

• A colored heat-map, i.e., a matrix of colors, that illustrates a gradual change of a
certain quantity of interest, e.g., an estimated average treatment effect, a p-value
from a hypothesis test or confidence interval bound, that corresponds to each pair of
summaries {g(Y T

mis), g(Y C
mis)}.
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Figure 2: Example of the enhanced TP display for a binary outcome.

• The posterior distributions of missing data obtained under a collection of models
with alternative assumptions, that can also be represented by MIs. Section 4 below
describes a transparent procedure to explore alternative models using the TP displays.

Figure 2 illustrates an example of the enhanced TP display produced for a simulated
dataset with two fully-observed predictors, dichotomous treatment and a binary outcome
that is partially missing (not-at-random) in each treatment group. Out of N = 270 simu-
lated subjects, 150 were assigned to the treatment group and 120 to the control group, with
9 and 27 subjects missing the outcome in each group, respectively. The axes represent the
number of successes that could be observed among nonrespondents in the treated and con-
trol groups. Each combination corresponds to a value of the estimated average treatment
effect. Its magnitude and sign are represented using a color palette that changes from dark
blue (large negative value) to dark orange (large positive values), with white representing
zero estimated effect. The red grid highlights combinations that correspond to a signifi-
cant treatment effect based on a hypothesis test for the difference between two proportions,
using the traditional 0.05 significance level. Vertical and horizontal dashed lines (in blue)
correspond to the observed success rate among treated and control subjects. Also, the dis-
play shows two vertical and horizontal ticks (in purple), an example of historical data that
may be available for the study.

The simulated data were analyzed under two assumptions about the missingness mech-
anism, MCAR and MAR. The posterior distribution of missing values was approximated
using 100 MIs, represented by yellow (MCAR) and brown (MAR)points on Figure 2. The
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contours correspond to the estimated density of the joint distribution of successes among
nonrespondents in teated and control groups under each model, using bivariate normal ker-
nels. The results obtained from the two models are noticeably different, indicating that
MCAR assumption is not appropriate; otherwise both models would have produced similar
imputations.

4. Systematic Exploration of MNAR Models With TP Displays

Analysis of data with missing values is often performed under the MAR assumption. It
greatly simplifies the analysis itself by allowing to avoid modeling the missingness mecha-
nism. More important, there is a shortage of standardized and agreed-upon ways to explore
assumptions, alternative to MAR, systematically. In order to systematize the sensitivity
analysis, we propose to utilize the pattern-mixture decomposition of the joint distribution
of responses and the missingness mechanism,

f(Y,D|X, θ, φ) = f(Y |D,X, θ)f(D|X,φ) (1)

= f(Yobs|X, θ)P (D = 0|X,φ) + f(Ymis|X, θ)P (D = 1|X,φ).

Under the MAR assumptions, f(Yobs|X, θ) = f(Ymis|X, θ) but, in general, the outcome
models for respondents and nonrespondents may differ; and the joint model for Y and
D is a mixture of these two models. Two out of three components of (1), f(D|X,φ)
and f(Yobs|D,X, θ), may be approximated from the observed data, and the only part that
requires unverifiable model assumption is the distribution of the outcomes for nonrespon-
dents, i.e., f(Ymis|X, θ). This allows for a natural formulation of alternative models by
specifying the outcome distribution of nonrespondents based on the one estimated for re-
spondents; the idea that first appeared in Rubin (1977). Alternative models for nonrespon-
dents may be formed by introducing various deviations to the model for respondents and
defining corresponding sensitivity parameters. For example, for a continuous outcome we
can introduce the following parameters:

• response shift, E(Y |X,D = 1) = E(Y |X,D = 0) + δ.

• effect change, E(Y |X,D = 1) = E(Y |X,D = 0) + ∆βXjXj .

• variance scaling, V ar(Y |X,D = 1) = υV ar(Y |X,D = 0).

Then, the general family of alternative response models for nonrespondents may be repre-
sented by a set of sensitivity parameters (δ,∆βX1 , . . . ,∆βXK

, υ). Similar ideas may be
applied to binary outcomes with corresponding modifications in the definition of sensitivity
parameters.

5. Discussion

We propose an original and systematic way to perform sensitivity analyses using enhanced
TP displays in studies with partially missing outcomes and dichotomous treatments. The
display allows us to assess the strength of the conclusion of the study under the adopted
assumptions and to inform us about the alternative models that may alter these conclusions.
An intuitive way to explore MNAR models is to use a fitted model under the MAR assump-
tion as a base-line and introduce various sensitivity parameters to construct the outcome
model for nonrespondents. In fact, TP displays themselves can suggest possible directions
for alternative models that will result in changes of the study conclusions. This idea pro-
vides a new collection of useful tools for the analysis of data sets plagued with missing
values.
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Recently, the enhanced TP displays were used to conduct a sensitivity analysis in a
medical device clinical trial, that was subsequently reviewed and approved by the FDA.
The software that creates TP displays is under development. A basic package that allows
drawing TP displays using existing imputations will appear in R in the near future. In
addition, Statistical Solutions is considering implementing a sensitivity analysis capability,
based on TP displays and the procedure described in Section 4, into their SOLAS product.
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