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Abstract 
In this paper we consider the problem of how to allocate a sub-sample of non-respondents 

from an initial sample for follow-up, when we want to estimate totals or means for 

domains.  We consider different scenarios for what is known.  At one extreme, we may 

know the domain of every unit in the initial sample, whether it responds or not.  

Alternatively, we may only know the domain of the respondent units, but have some 

auxiliary information such as the domain sizes.  We assume that follow-up is intensive, 

so that all of the non-respondents in the follow-up sub-sample will become respondents, 

although this is unrealistic in practice.  We then derive expressions for the variance which 

we use to find a follow-up allocation that satisfies CV criteria for domains of interest.  

Finally, we show how the assumption of complete response to the follow-up can be 

relaxed. 
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1. Introduction 

The purpose of this paper is to consider sampling with non-response and follow-up of a 

subsample of non-respondents.  It is assumed that follow-up is intense so that all units in 

the subsample become respondents, however, that assumption may be relaxed if we 

assume that the propensity to respond at the follow-up phase is known or can be modeled 

and estimated. 

The objective is to determine the allocation of the follow-up subsample to estimate totals 

for a given set of domains with a pre-specified level of precision, i.e. we assume that the 

population is partitioned into a set of domains of interest.  We first find the variance of 

the estimator of a domain total under this setup, and determine the size of the follow-up 

sample needed and how it should be allocated. 

For simplicity, we first consider, in Section 2, simple random sampling without 

replacement (SRSWOR) at both the initial and follow-up phases.  In Section 3 we then 

extend this stratified SRSWOR at the initial phase.  Section 4 briefly considers stratified 

two-stage sampling, and more general designs for the first phase are considered in 

Section 5.  Finally we will relax the assumption of complete response to the follow-up 

phase in Section 6. 

We can consider different scenarios with respect to our knowledge of the domains and 

the non-respondents.  At one extreme we can assume we know the domain of all units in 

the sample, including non-respondents.  Alternatively we may not know the domain of 

the non-respondents, but may have some auxiliary information such as the total size of 

the domain that can be incorporated into the estimation.  At the other extreme we may not 

have any information about the domain sizes or their membership, and only be able to 

identify the domain of respondents. 
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2. Simple Random Sampling 

Suppose we have a simple random sample 1s  of size 1n  from a population of size �.  The 

population is partitioned into D domains of size d� .  We want to estimate the domain 

totals 
1=

=∑
�

d dii
Y y  where diy = iy  if i d∈  and 0 otherwise. 

Assuming no non-response we have 
1

1
ˆ

∈
= ∑d dii s

Y � y n  with variance given by 

( ) ( )2 2

1
ˆ 1 1= −d dyV Y � n � S , where ( ) ( )22

1 1�
idy di d

S y Y � �== − −∑ .
 

For the remainder of this paper we will assume that there is some non-response, and sub-

sampling of non-respondents for follow-up. 

2.1 Domain known for entire sample 

First suppose we know the domain d of all units in s.  Suppose we select dm  of the 

−d rdn n   non-respondents for follow-up, and assume that we obtain responses from all of 

these second-phase units.  So we have 

 , , , , , , , , ,d d r rd r rd ds s n n s s n n m m  

Now assuming that the second phase units from domain d represent the non-respondents 

from d, we have 
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Here 
2 ( )y dσ  denotes the variance of y within domain d.  Note that the first component in 

the braces of (2) is just the variance due to the first phase of the sampling (i.e. what it 

would have been if there were no non-response) and the second component is the 

additional variance due to sub-sampling of the non-respondents. 

Now suppose we want to allocate the sub-sample to satisfy a maximum CV criterion, say 

ˆ( ) ≤dCV Y K .  Then from (2) this is equivalent to  
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where 
2 2 2( ) ( )σ=y y dcv d d Y .  The minimum subsample size dm  that satisfies this 

constraint would depend on an assumed value for 
2 ( )ycv d .  Note that we must also have 

≤ −d d rdm n n , so such an dm  may or may not exist.  Presumably the first phase sample 

was designed to meet the CV criterion, at least in the case of no non-response, but we 

may have obtained a bad sample (small dn ) or the first phase data may suggest that 

2 ( )ycv d  is larger than anticipated. 
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2.2 Domain known only for respondents 

Now suppose we know the domain d only for the responding units, but that we also know 

the domain population sizes d� .  We select m  of the − rn n   non-respondents for 

follow-up, and assume that we obtain responses from all of these second-phase units.  So 

we have 

 , , , , , , ,r rd r rd ds n s s n n m m  

Then, again assuming that the second phase units from domain d represent the non-

respondents from d, we have 
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Putting the parts together we get 
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Here it is clear that the second component is just the variance due to the first phase of the 

sampling (i.e. what it would have been if there were no non-response) and the first 

component is the additional variance due to sub-sampling of the non-respondents. 

Now suppose we want to satisfy a maximum CV criterion, say ˆ( ) ≤dCV Y K .  The 

follow-up sample size in domain d, dm , cannot be directly controlled.  If we replace dm  

by its expected value, then satisfying the CV criterion is equivalent to 
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is large then there 

may not be any follow-up sample size m that satisfies (6) since we must also have 

≤ −d d rdm n n . 
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3. Stratified SRS at the first phase 

We now consider again the setup of Section 2.2, but with stratified sampling at the first 

phase.  That is, we suppose we know the domain d only for the responding units, but that 

we also know the domain population sizes d� . 

If we know the domain sample sizes hd�  
within each stratum h, then we can reproduce 

the development of Section 2.2 within each stratum, using a separate ratio estimator, and 

things proceed quite similarly except that we would find a minimum follow-up sample 

size hm  for each stratum h. 

For the rest of this section we will consider the combined ratio estimator, i.e. 

, ,
ˆ ˆ ˆ=d d strat d d stratY Y � � , where 
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= +∑ ∑ ∑ 
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,
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d strat�  is defined similarly.  For this estimator the derivation of the variance becomes 

more complicated, primarily because we cannot assume, analogous to what we did in (3), 

that ( )ˆ , , ,hr hrd h hdE Y n n m m

 

is constant, so the second term in the variance does not 

become 0.  Instead we consider the approximate linearization variance: 
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This can also be written as ( ),
ˆ
d stratVar X  where = −id i d dx y Y � .  Note that idx  is not 

observable, since dY  is unknown, but it may be convenient to write it in this form for 

calculations.  ( )ˆdVar Y  may then be written explicitly as 
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As mentioned above the second term here does not disappear.  Instead we have 
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For the first component in this expression we have 
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The second component of this sum can be interpreted approximately as what the variance 

would be with no non-response at the first phase.  The first component represents 

variance due to sub-sampling of non-respondents.  The third and fourth components are 

due to variability in the realized domain sub-sample sizes, hdm , at the second phase.  The 

fourth term has expected value zero, and the expected value of the third term can be 

calculated as 
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For allocation at the second phase we can substitute the conditional expected values of 
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 in the first two components of (8), take the 

expected value of the last two, and work with the simplified expression 
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For given values of 
2 2 2( )

hdhx x hdcv d Xσ= , we can search for a set of hm  that 

simultaneously satisfies the CV criterion for all domains of interest and minimizes the 

overall follow-up sample size.  

4. Stratified two-stage sampling design at the first phase 

Suppose that at the first phase we have a stratified two-stage design in which PSUs are 

selected within strata at the first stage and a SRSWOR of units is then selected from each 

of the sampled PSUs.  Let 1hs  denote the first-stage sample of PSUs in stratum h and 1s  

the combined sample of PSUs from all strata.  A SRSWOR 
1 js  of size 

jn  is drawn from 

PSU j at the first phase, 
rjn  of these respond at the first phase, and a subsample of 

jm

non-respondents is selected for follow-up.  Note that the follow-up sample sizes 
jm  are 

now determined within PSUs. 

The full sample estimator has the form , ,
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As in Section 3 we use the linearization approximation to the variance of ˆdY , i.e.  
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Now approximate expression for the variance can be derived as before.  We skip the 

details of the derivation for space considerations (available on request from the first 

author). 
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After some simplifying assumptions as before, we have that ( ),
ˆ
d stratVar X  can be 

estimated by 

( )

( )

( ) ( )

( )

1

1

,

2

2 2

2 2

2
2

2 2

2 2

2

2 2

2 2

ˆ

1 1 1

1 1 1 1 1

1 1 1
2

dh

dh

d

d strat

j

jd xh j s
j j jd jd

j j rj

rjd jd rjd xh j s
jdj j rjd jd j jd rjd

j

rjd x

j j rjd jd

Var X

�
n h

n n �

� n n
n n n h

n n n m n n n

�
n h

n n n

σ
π

σ
π

σ
π

∈

∈

 
−  

 

    −
+ − + − −       −     

  
− −      

∑ ∑

∑ ∑

≐

1

1

1

h

h

h j s

j

jd jdh j s
j j

�
Var n X

nπ

∈

∈

  
+  

  

∑ ∑

∑ ∑

 

Note that the last component of this sum, which corresponds to 

( ){ }, 1
ˆ , , , ,d strat jd rjd j jdVar E X s n n m m , depends only on the first phase sampling.  

Nevertheless, if we want to allocate follow-up sample in order to meet some CV criteria 

this component is important.  It could be estimated, for example, by substituting 

1 1

1 1 1ˆ
rjd h rjd h

j j

jd i rjdii s h j s i s h j s
j j j jrjd

� �
X y ny

n nn π π∈ ∈ ∈ ∈

   
= −      

   
∑ ∑ ∑ ∑ ∑ ∑

 

for jdX and then using a Rao-Wu bootstrap to estimate this component of the variance.  

We could then search for a set of PSU follow-up sample sizes, 
jm , to satisfy the CV 

criterion.  

5. General stratified sampling at the first phase 

Suppose that for the first phase we have a general, unspecified sampling plan within 

strata.  We sample hn  units from the h�  units in stratum h, with inclusion probabilities 

iπ  for i h∈ .  Within stratum h we have rhn  respondents, and we subsample hm  of the 

h h� n−  non-respondents for follow-up using SRSWOR.  Now the expansion estimator 

for dY  is 

 
2,exp ,exp

ˆ ˆ
hrd hrd

i h hr i
h i s i s hd hd

i h i

y n n y
Y Y

mπ π∈ ∈

 −
= + =∑ ∑ ∑ ∑ 

 
.  (9) 

As before, we will consider the combined ratio estimator ,exp ,exp
ˆ ˆ ˆ
d d d dY Y � �=  with 

variance approximated by 
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( ) ( ) { }
2

,exp ,exp
ˆ ˆ ˆ

rhd rhd

id h rh id
d d hdh i s i s h

i h i

x n n x
Var Y Var X Var Var X

mπ π∈ ∈

 −
= = + = 

 
∑ ∑ ∑ ∑

where, as before, id i d dx y Y �= − . 

Suppose that each unit in the population either will or will not respond to the first phase 

of the survey, i.e. that response to first phase is a fixed characteristic of each unit.  Now 

we can write 

 ( ) ( ) ( ){ },exp ,exp ,exp
ˆ ˆ ˆ

hd hd hd hd hdVar X Var E X s E Var X s   = +∑     . (10)
 

For the first component of this sum we have 

 ( ),exp
ˆ

hd hd hd

jdid id
i s i U j Uhd hd ij

i i j

xx x
Var E X s Var

π π π∈ ∈ ∈

   = = ∆∑ ∑ ∑    
 

where 
ij ij i jπ π π∆ = − .  An unbiased estimator of this variance is then given by 

 ( ) 2 2,exp *
ˆ ˆ

rhd rhd rhd rhd

ij jdid
i s s j s shd hd

ij i j

xx
Var E X s

π π π∈ ∪ ∈ ∪

∆  = ∑ ∑    (11) 

where  

( ) ( )

*

if both and respond to the first phase

if only one of  or  responds to the first phase

1
otherwise

1

ij

h
ij ij

h rh

h h
ij

h rh h rh

i j

m
i j

n n

m m

n n n n

π

π π

π






= 
−

 −


− − −

 

The second component of the variance (10), ( ),exp
ˆ
hd hdVar X s , is just the variance due to 

sub-sampling of the non-respondents in stratum h.  This can be written explicitly as 

 ( )
2

,exp 2

2 2

ˆ
hd rhd hd rhd

jdh rh id
i s s j s shd hd ij

h i j

xn n x
Var X s

m π π∈ − ∈ −

 −
= ∆∑ ∑ 
 

 

where 
2 2 2 2ij ij i jπ π π∆ = − , and  

 
( ) ( )2 2

1
,  

1

h h h
i ij

h rh h rh h rh

m m m

n n n n n n
π π

−
= =

− − − −
.   (12) 

An unbiased estimator of this variance is given by 

( ) 2 2

2

2

,exp

2 2 2

ˆ ˆ
rhd rhd

ij jdh rh id
i s j shd hd

h ij i j

xn n x
Var X s

m π π π∈ ∈

∆ −
= ∑ ∑ 
 

.  (13) 
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Now the problem is to choose stratum follow-up sample sizes to make the resultant 

variances satisfy given CV criteria.  One problem is that neither of the estimators (11) or 

(13) are calculable before having the data from the follow-up sample.  One way to get 

around this is to suppose that the distribution of values of 
2

2 2 2

ij jdid

ij i j

xx

π π π

∆
 for pairs of units 

that respond to the first phase is the same as that over the entire sample.  The sum in (11) 

may then be written as  

 

( ) 2 2

2

2 2

,exp *
ˆ ˆ

2

1

1

rhd rhd rhd rhd

rhd rhd

rhd rhd

rhd rhd

ij jdid
i s s j s shd hd

ij i j

ij jdid
i s j s

ij i j

ij jdh rh id
i s j s

h ij i j

ij jdh rh h rh id
i s j s

h h ij i j

ij id

ij

xx
Var E X s

xx

xn n x

m

xn n n n x

m m

x

π π π

π π π

π π π

π π π

π π

∈ ∪ ∈ ∪

∈ ∈

∈ ∈

∈ ∈

∆  = ∑ ∑ 

∆
= ∑ ∑

∆−
+ ∑ ∑

∆− − −
+ ∑ ∑

−

∆
≐

2

2

1
1 2

1rhd rhd

jd h rh hd h rh h rh hd
i s j s

i j h rhd h h rhd

x n n m n n n n m

m n m m nπ∈ ∈

 − − − −
+ +∑ ∑  

− 

 

Replacing hd

rhd

m

n
 in this sum by its expected value then gives 

( ),exp
ˆ ˆ

1
1 2

1rhd rhd

hd hd

ij jdid h rh h rh h rh
i s j s

ij i j rh rh rh rh

Var E X s

xx n n n n n n m

n n n nπ π π∈ ∈

 
 

∆  − − − −
+ +∑ ∑  − 

≐

 

Similarly the expression (13) might be estimated by 

 

( ) 2 2

2

2

,exp

2 2 2

2
2

2

2

2 2 2

ˆ ˆ
rhd rhd

rhd rhd

ij jdh rh id
i s j shd hd

h ij i j

ij jdh h rh id
i s j s

rh h ij i j

xn n x
Var X s

m

xm n n x

n m

π π π

π π π

∈ ∈

∈ ∈

∆ −
= ∑ ∑ 
 

∆ −
∑ ∑ 

 
≐

 

The problem is then to find follow-up sample sizes hm  so that the estimated variances 

based on the first-phase data satisfy the CV criteria.  
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6. Relaxing the assumption of full response to follow-up 

Up to this point we have assumed that we would be able to obtain full response to the 

follow-up sub-sample.  In practice this is unlikely to be the case, since resources for 

follow-up would be limited, and in any case some sample members may simply refuse to 

respond with no prospect of being converted to respondents.  In such a situation the 

estimators discussed above would inevitably need to be adjusted for non-response. 

One way to adjust the estimators for non-response is to form non-response adjustment 

classes, and then adjust the weights of respondents within adjustment classes to sum to 

the total weight of both respondents and non-respondents. 

A second approach to non-response adjustment is to model the propensity to respond at 

the individual unit level, based on models using covariates available for both respondents 

and non-respondents, and to then adjust the individual weights of respondents by the 

inverse of the estimated propensities to respond.  This adjustment should be followed by 

a final calibration of the weights to known population totals.  Of course, it is also possible 

to base non-response adjustment classes on these model-based response propensities, and 

this is often the preferred approach since it leads to more stable weight adjustments. 

In the present context, with a first phase of sampling and collection followed by a second 

phase of non-response follow-up, we can consider non-response adjustment for the first 

phase or the second phase.  Let ip  denote the propensity for unit i to respond to the first 

phase and iq  the propensity for unit i to respond to the second phase.  A statistical model 

relating 
ip  and 

iq  to covariates available for both the respondents and non-respondents 

would be used to obtain estimates of these propensities. 

Taking the general stratified sampling of Section 5 as an example, we may consider 

alternatives to the expansion estimator (9).  Using estimates ˆ
ip  of 

ip , and ˆ
iq  of 

iq , we 

have the estimator 

( )
2

* *

,exp ,exp

1 1ˆ ˆ1 1
ˆ ˆrhd rhd

i h rh i
h i s i s hd hd

i h ii i

y yn n
Y Y

mp q
α α α

π π∈ ∈

   − 
= + − + − =∑ ∑ ∑ ∑  

   
. 

Probably some simulations would be needed to choose a suitable value of α .  We could 

also consider domain-specific values for α , but in that case the domain estimators would 

not add up to the overall estimator, so it is probably better to have a single α  value for 

all domains. 

We still consider the combined ratio estimator.  For example, if we take 0α =  then our 

estimator would have variance approximated by 

( ) ( )
2

* *

,exp ,exp

1ˆ ˆ
ˆrhd rhd

id h rh id
d d h i s i s

i h ii

x n n x
Var Y Var X Var

m qπ π∈ ∈

 −
= = + 

 
∑ ∑ ∑  
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where, as before, id i d dx y Y �= − .  Now we simply note that  

 

( )

( )

( ) ( )

2

2

2

*

,exp

22

22

,exp

ˆ

1
ˆ ˆ1

ˆ

1ˆ ˆ ˆ1
ˆ

rhd hd

hd

rhd

id h rh id
d h i s i s

i h i

h rh id

i ih i s
h ii

h rh id
d i ih i s

h ii

x n n x
Var X Var

m

n n x
E q q

m q

n n x
Var X E q q

m q

π π

π

π

∈ ∈

∈

∈

 −
+ 

 

   −
 + −  
     

   −
 = + −  
     

∑ ∑ ∑

∑ ∑

∑ ∑

≐

 

So the variance of the estimator with estimated response propensities is simply the 

variance of the estimator with full response to the non-response follow-up, plus an 

additional component due to the non-response at the second phase. Determination of 

follow-up allocation to satisfy CV constraints for domains is now done as before, but 

accounting for this extra variability.  In general, ˆ
iq  would not be available at the time of 

allocation, so some assumptions about 
iq  would need to be made. 

Another key assumption would be that the propensity to respond does not depend on the 

domain.  If it does then bias becomes a concern, though calibrating to the known domain 

sizes through the use of the combined ratio estimator.  

7. Concluding Remarks 

We have shown that it is possible to find analytically approximate sample allocations 

required for non-response follow-up to satisfy CV targets for domain totals, if such 

allocations exist.  Such analytical solutions would depend on some necessary 

assumptions about the population and the non-response process.  It is best to try to keep 

all required assumptions neutral, but to incorporate any knowledge that is available.  

In some situations it may not be possible to achieve the CV targets for all domains if the 

domain sample size is too small.  The effectiveness of the follow-up strategy would also 

be very much affected by what is known about the non-respondents to the first phase of 

the survey, in particular whether or not the domain of these non-respondents is known 

after the first phase.  In many practical situations the domain of non-respondents would 

not be known, and the scope for targeting non-response follow-up would be quite limited. 

Although in the main development of the paper we assumed that we could obtain 100% 

response to the non-response follow-up, we have also shown that allowing for some non-

response to the follow-up is not too difficult.  Essentially such non-response at the 

follow-up phase just adds another component to the variance that would need to be 

anticipated and allowed for in the follow-up allocation. 

In our development we have assumed relatively simple estimators of totals – post-

stratified or ratio type estimators.  For more complex estimation procedures, in particular 

in the case that there are more calibration constraints, the problem may more complex, 

but should in principle be solvable using a linearization approach similar to that described 

in Section 3.  This could be the focus of future work. 
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