Section on Survey Research Methods — JSM 2011

Multiple Regression Analysis with Data from Complex

Survey

Esher Hsu*, Chiu-Hui Lee?, Chien-Ming Chen*
!Associate Professor, Department of Statistics, National Taipei University, Taipei, Taiwan
*Graduate Student, Department of Statistics, National Taipei University, Taipei, Taiwan
$Graduate Student, Department of Statistics, National Taipei University, Taipei, Taiwan

Abstract

This study explores multiple regression analysis with complex survey data. Four methods
of multiple regression analysis, namely, ordinary least squares, weighted least squares,
probability weighted least squares, and Quasi-Aitken probability weighted least squares
are proposed for comparison by Monte Carlo approach to compare their efficiency based
upon bias, variance, and MSE. The data from "Taiwan Social Change Survey 2007"
collected under a stratified unequal probability sampling were used for empirical analysis
to compare four proposed methods based upon the estimated regression coefficients and
RMSE. The simulation results show that probability weighted least squares estimator and
Quasi-Aitken weighted least square estimator perform better than others under the
unequal probability design. The empirical results consist with the simulation results. The
empirical results show that the education years of respondents in Taiwan has significant
negative relationship with their age but has positive relationship with their parents’
education years.

Keywords: Multiple Regression Analysis; Stratified weighted least squares estimator;
Probability weighted least squares estimator; Quasi-Aitken weighted least square
estimator; Complex Survey; Social Change

1. Introduction

The sampling design is getting more important along with the increasing demand of
precise data for making a better decision which thus has boosted the use of complex
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survey in practice and has also raised the importance of unequal probability sampling as
well. In principle, the statistical analysis has to be adjusted along with the sampling
design to obtain a better statistical inference. In order to simplify the process of
statistical inference, the mechanism of the sampling design is usually ignored. That may
cause biased estimation or obtain a wrong conclusion. It has occurred frequently, such as,
the estimator with simple random sampling used for the data collected under unequal
probability sampling. Recently, regression analysis with complex surveys has become
popular. For regression analysis, traditional estimators, such as least squares estimator,
used with data collected under complex survey may reduce the accuracy of the statistical
analysis.

Fuller and Wu (2005) proposed a regression analysis with survey samples. Fuller
and Wu (2005a) proposed an estimation of regression coefficients with unequal
probability samples. The study results of Fuller and Wu (2005a) show that the least
sguares method would obtain a biased estimator with unequal probability samples as the
variance is not homogeneity. Hot, Smith and Winter (1980) proposed a weighted least
squares method with complex survey under equal probability sampling. DuMouchel and
Duncan (1983) proposed a weighted least squares estimator for multiple regression
analyses of stratified samples. The weighted least squares estimator could reduce the bias,
but enlarge the variance of estimation. Cragg (1989) proposed a Quasi-Aitken weighted
least square estimator to reduce the variance of estimation. White (1980) proposed an
Eicker-white variance-covariance estimator (E-W VCE) to solve the estimator
inconsistency under heteroskedasticity of variance.

This paper aims to compare the estimators of regression coefficients under
stratified sampling with unequal probability based upon a Monte Carlo approach and
proposed proper estimators for a further empirical study. Four methods of multiple
regression analysis proposed by this study, namely, ordinary least squares (OLYS),
weighted least squares (WLS), probability weighted least squares (PWLS), and
Quasi-Aitken probability weighted least squares (Q-A PWLS) are used in this study for
comparison analysis to see their performance under data collected with stratified unequal
probability sampling. An empirical study is conducted to see how the estimators work in
practice.
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2. Methodology

In this study, a Monte Carlo simulation experiment is conducted to compare the
performance of the estimators of regression coefficients under stratified sampling with
unequal probability based upon their biases and variances. The estimators include
ordinary least squares, weighted least squares, probability weighted least squares, and
Quasi-Aitken probability weighted least squares. The simulation study follow the steps:
(1) generating a stratified population, (2) from the generated stratified population
repeatedly draw 10,000 stratified unequal probability samples, (3) obtaining the
regression coefficients for each sample by four proposed estimators, and (4) comparing
the bias and variance of the estimators.

2.1 Population and Unequal probability sampling
In stratified sampling the population of N units is divided into k strata (subpopulation) of

N1 , Na...., Ng units, respectively. For each stratum, it is assumed that the finite
subpopulation of N units is a simple random sample of size N, from an infinite
subpopulation. The population value obtained for the j" unit within i stratum is denoted
by (xij, yi), 1=1,2,...k; j=1,2,...,N; , where x is an independent variable, and y is an
dependent variable. The population data are characterized by a regression model of the
form

Y, =X B+g,, where E(g,|X,)=0 forallX, 1)
T.

where Yy, = (¥,,¥5---,¥,)" Withy; = (¥ig, Yig o0 Yin )5

X, =(%;,X,,...,X, ) withx; = (X1 1 Xip oo Xy, )Xy = (L Xy X Xig) 3

ey = (&,6..,6y) With & =(&,,6,,-..60) 5 B=(Bo.f--.8,)" .

The sample is drawn by an unequal probability sampling. The j* unit within i stratum
(xij, yij) is assigned independently a probability 7z; of entering the sample. A sample

consisting of K unequal probability samples of n,,n,,...,n, units are sampled from k
strata (subpopulation) of N; , N,..., N¢ units, respectively. The stratified unequal
probability sampling is repeated for 10,000 times to obtain 10,000 samples.

2.2 Estimators of regression coefficients
For each sample, regression coefficients are estimated by the ordinary least squares,
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weighted least squares, probability weighted least squares, and Quasi-Aitken probability
weighted least squares estimator.

2.2.1 Ordlnary least squares estimator
The estimator BLSE and its variance-covariance matrix V(BLSE)of the ordinary least
squares (OLS) estimator are as follows:

ﬁLSE :(szn)fl X-|I'1-yn' V(ﬁLSE) :(szn - Xzzxn(xzxn)A! (2)

where ¥ = diag(c?,02,...,52) . For error term with homogeneity, the V(B ) can
be consistently estimated by following equation;

\ SN 3)
V(R Z(yi_xiBLSE)
V(B )= &(XE X, )", where ¢ =12 ,

n—-(q+1)

For error term with heteroscedasticity, the V(ﬁ se) can be consistently estimated by

Eicker-White variance-covariance matrix V., (B, sz) as follows:

VEW (BLSE )= (Xﬁxn)i1 XE)A:'Ew X, (X: X,)", where (@)
Toy =diag(8?,82,...,82), 8 = (¥, — x,Brse )’
2.2.2 \Weighted least squares estimator

Stratified sampling with sampling fraction P; and sample weight W; of ith stratum
expressed as follows:

_ 5
Pi:_l’ Wi:i:m,izl,Z,...,k ) ()
R n

the regression model is expressed as following:

W, %y, =W 1/2an+Wst,1/23n,where (6)

str n = YW
_dlag( str_1? str 20 Wstr_k)’ W, :diag(Wi'Wi""’Wi)

str_i n;xn;

The weighted least squares estimator ﬁstr and its estimated variance-covariance

matrix \Af([Aistr ) are expressed as

Bstr _(X TWstr n) X, Wstryn' )
V(BSU’): (XHTW ) X W DE str str n(X Wstr n)7

str n
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T ; ~ “ “ ian (a2 A2 A2
where De,str = dlag (él,str ’e2,str LA 'ek,str)’ ei,str = dlag (eil,str ’ei2,str TR ) '

*¥in; str

€ior = Vi —XiBsw »1=12,...k; j=12,...,m;.

2.2.3  Probability weighted least squares estimator
Assume that the j™ unit within i stratum (Xij, i) is assigned independently a probability

7r; of entering the sample. The regression model is expressed as following:

Wl/zyn _ W1/2an3 + WY (8)

where W =diag(w,,w,,...,w,), w, =diag(w,,W,,...,W, ), W, =—,

* Hlin

i1=1,2,...,k; j=1,2,...,n.. The probability weighted least squares estimator ﬁpw and

its estimated variance-covariance matrix V(P ,, ) are expressed as

BPW =(x, Wx,)'x, "Wy, (©)
{](B PW )= (XnTWPWXn )71XnTWPW]’\)e,PW Wou X, (XnTWPWXn )71 ,

- ; ~ ~ ~ T ~2 A2 A2
where D, ;,,, = diag (’él,PW o €pw ) € py =d1ag (8] by €5 oy e Ein, pw)

éij’PW =Y —XiBew 1=12,... ks ]=1,2,...,n;.

2.2.4  Quasi-Aitken probability weighted least squares estimator
The Quasi-Aitken probability weighted least squares estimator is proposed by Magee

(1998) to reduce the variance of the probability weighted least squares estimator. The
regression model is expressed as following:

Al/ZWlIZyn :Allzwllzxnl}_’_Al/ZWl/Zs, (10)

where A =diag(A, A, ,...,A,), W=diag(w,,w,,...,w,),
A; =diag(exp(z,0),exp (z,,0),...,exp(z, 0),...exp (z;, ))

_ 1 X —% :
w, = diag(w,, W, ..., W, L ,i=12,--k;j=12...,n.

Wiy, ) o W Zp—u Z :W

The Quasi-Aitken probability weighted least squares estimator ﬁQA and its estimated

variance-covariance matrix V (B, ) are expressed as

ﬁQA = (anAWxn)'lanAWyn , (11)
v\(ﬁQA) = (XnTAWQAXn )" XnTAWQAﬁe,QAWQAAXn (XnTAWQAXn )_l ;
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where D QA:diag(‘él,QA!’éZ,QA’ ekQA) €ion = diag(éizj_,QA’éiZZ,QA""’éi2r1i,QA)'
€ion=VYi —XiBon 1=12,..k;j=12,..,n

3. Simulation study

3.1 Sample generation

The simulation is conducted by MATLAB program in this study. In the simulation study,
a population consisting of three strata with size N;=400, N,=500, and N;=600 was
independently generated from subpopulations of I, ,IT,, andIl,, respectively. Let X;,

X,, and X3 in three subpopulations are distributed as following:
I,:X,=U0,+Q; I,:X,=U,+Q,; I1,: X,=U, +Q,, (12)

where U, ~U( 70,130) ,2, ~ N(0,5,%), U, ~U (170,230) ,Q, ~ N(0,5,°),

U, ~U(270,330) ,Q, ~ N(0,0,%). There are two cases are taken for standard
deviation o . Case I: o, =10,for i=1,2,3; Case Il: 6, =10,0, = 20,0, =30. Y given

X is generated as

(13)
Y; =50+1.2X; + ¢

where &; =V, +v,, v~ N(0,25%), v, ~N(0,57).

In order to see whether the variability of variance of error inflect the performance of the
estimators of regression coefficients, two cases are taken for &, : (1) o, =5 for i=1,2,3, (2)

6,=5,6,=10,0, =15. Moreover, three cases are taken for w;: (1) y; =1, (2)

X. — U
IJ—ﬂ') @) v —exp( )to see how the homogeneity of

variance in error term inflect the performance of the estimators of regression coefficients.

Vi = exp(—

Two kinds of variances in independent variable X mixed with six kinds of variance in
error term results into twelve population settings for simulation study. The distributions
of the twelve are displayed in Figure A.1 in Appendix A.
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The sample inclusion probabilities for element (Xij 1 Yij ) are generated by

|7ij | 2 (14)
a; =[1+ exp(ﬁ)],where 7y ~N(0,10%)
n. . .
And obtain sample inclusion probability 7z;; = Ni—'aij 1=123,]=12,...,n;. In
a;;
j=1

order to compare the effect of sample size, three cases are used for simulation: (1) with
small equal size, n;=n,=n;=5, (2) with proportional allocation, n;=20, n,=25, and n3;=30,
(3) with large equal size, n;=n,=n3=35. The expectation, variance, and mean squares of
error are calculated based upon the simulation results for those four estimators as follows

XA XB-EG) _ 2B-py "
BB~ 10000 " VA > o000  MSEA) >~ 0500

3.2 Simulation results

Twelve population regression models carried from the twelve population settings are
described in Table 1. The simulation results for different sample sizes are shown in Table
2. As we expect, for the case of homogeneity of variance in both X and in error term
among three strata, model 1(i), the bias of the four estimator are all small; while the MSE
of OLS and WLS estimators are smaller than that of PWLS, QA-PWLS. For the case of
heteroscedasticity in the error term, model 1(ii) and 1(iii), the error term depends on X,
the estimator of OLS and WLS have larger bias than others, the bias is significant on the
case of small sample size; while the MSE for all estimators are all small. For the cases of
model 2(i), 2(ii), and 2(iii), the variance of X among three strata are different. The biases
of OLS and WLS estimators are larger than that of PWLS and QA-PWLS. The bias is
significant on small sample size. The MSE of OLS and WLS are smaller than others as
the error term is independent of X; while the MSE of OLS and WLS are larger than others
as the error term depends on X.

For the case of model 3(i), 3(ii), and 3(iii), the variances of X among three strata are same,
but variances of error tem are different. The biases of OLS and WLS estimators are larger
than that of PWLS and QA-PWLS. The MSE of OLS is smaller than others for the case
of small sample size, but the MSE are similar among the four estimators in larger sample
size. That shows that the QA-PWLS can reduce the variance for large sample size. For
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the case of model 4(i), 4(ii), and 4(iii), both of the variances of X and variance of error
term are different among three strata. The biases of OLS and WLS estimators are larger
than that of PWLS and QA-PWLS. The MSE of OLS is smaller than others for the case
of small sample size, but the MSE are similar among the four estimators in larger sample
size. The MSE of OLS and WLS are smaller than others as the error term is independent
of X; while the MSE of OLS and WLS are larger than others as the error term depends on
X.

Table 1: Specification of population regression models for simulation

Model Population regression  Standard deviation Standard deviation of ¢
No. model of X s v,
1(i) My = 47.907+1.212X o; =10,fori=1,2,3 5 =5,i=123 vy =1
1(ii) Hyx =50.831+1.196 X -
yy = exp(-——)
g
1(iii)  #x =50.605+1.197X »
vy =exp(———)
2() My =49.871+1.196X  6,=10,0,=20,0,=30 &, =5,i=1,23 v, =1
2(ii) tyx =52.842+1.189X Y
vy =exp-———)
2(iii)  ax =49.273+1.202X i
vy =exp(———)
3() M =48492+41207X o, =10fori=1,2,3 4 =5,=10,6,=15 v, =1
3(ii) Ly, =48.783+1.206X »
vy =exp-———)
3(iii) Hyyx =51.722+1.194X X
Wy =exp(———)
O-I
4(i) Uy =48521+1.203X  0,=10,0,=20,0,=30 & =5,6,=10,5,=15 ;=1
A(i)  ay =49.384+1.201X »
y; =exp(-———)
4(iii) Ly =50.825+1.194X L
¥y = exp(———)

In summary, the estimators of OLS and WLS are biased under stratified unequal
probability sampling as the variances of X among three strata are different or the error
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term depends on X. The MSE of OLS is smaller than others on small sample size. For
large sample size, the QA-PWLS can reduce variance and obtain smaller variance than
PWLS. The simulation results show that PWLS and QA-PWLS perform better than OLS
and WLS in terms of bias under stratified unequal probability sampling; but PWLS has
larger variance.

Table 2: Simulation results of ,31

Model No. 1(i) 1(ii) 1(iii)

(n;,n,,ny) Casel Case2 Case3 Casel Case2 Case3 Casel Case?2 Case3

bias  .0,002 -0.001 -0.002 -0.012 -0.009 -0.010 0.004 0.003 0.003

oLS
MSE 0006 0001 0001 0.002 0000 0.000 0.002 0.000 0.000
WL bias 9001 -0001 -0.001 -0.010 -0.009 -0.008 0.004 0.003 0.003
MSE 0006 0001 0001 0002 0.000 0000 0.002 0.000 0.000
bias 0000 0.000 0000 0.000 0000 0.000 0.002 0.000 0.001
PWLS

MSE 0010 0002 0001 0002 0001 0.000 0003 0.001 0.000

QA-FI’EWLS bias 0001 0002 0001 -0.001 0001 0001 0.002 0.003 0.003
(trace)’ MSE 0010 0002 0001 0002 0.000 0000 0.002 0.000 0.000

QA-F;WLS bias 0000 0001 0000 -0.001 0.001 0001 0.002 0.003 0.003
(det)’ MSE 0011 0002 0001 0.002 0000 0.000 0.002 0.00 0.000

Note: Case 1: (nl,nz,n3)=(5,5,5);Case 2: (n,,n,,n,)=(20,25,30) ; Case 3: (n,,n,,n,)=(35,35,35) -

Table 2: Simulation results of ,31 (Continue a)

Model No. 2(i) 2(ii) 2(ii)

(ny,n,,n;) Casel Case2 Case3 Casel Case2 Case3 Casel Case2 Case3

bias 0.011 0.007 0.006 -0.007 -0.006 -0.004 0.018 0.021 0.018

oL MSE 0.005 0.001 0.001 0.002 0.001 0.000 0.018 0.006 0.004

bias 0.010 0.007 0.005 -0.008 -0.006 -0.005 0.019 0.021 0.020
WLS MSE 0.005 0.001 0.001 0.003 0.001 0.000 0.022 0.006 0.005
PWLS bias 0.001 0.000 0.000 0.000 0.001 0.001 0.007 0.001 0.001

MSE 0.009 0.002 0.001 0.004 0.001 0.000 0.016 0.004 0.003

QA-PWLS bias 0003 0001 0001 0005 0005 0005 0001 -0.001 -0.001
(race) MSE 0010 0002 0001 0003 0000 0.000 0006 0000 0.000

QA-PWLS bias 0002 0001 0000 0004 0005 0005 0002 -0.001 -0.001
(det)”  MSE 0010 0002 0001 0002 0000 0000 0007 0000 0.000
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Table 2: Simulation results of ,31 (Continue b)

Model No. 3(i) 3(ii) 3(iii)
(n,,n,,n,) Casel Case2 Case3 Casel Case2 Case3 Casel Case?2 Case3

bias 0.029 0.019 0.016 0.004 0.007 0.005 -0.013 -0.013 -0.009

oL MSE 0.013 0.002 0.002 0.003 0.001 0.000 0.005 0.001 0.001

bias 0.029 0.019 0.015 0.006 0.007 0.007 -0.015 -0.013 -0.011
WLS MSE 0.014 0.002 0.002 0.003 0.001 0.000 0.005 0.001 0.001
PWLS bias 0.004 0.000 -0.002 0.002 0.001 0.000 -0.001 0.001 0.001

MSE 0.019 0.003 0.002 0.005 0.001 0.001 0.006 0.001 0.001

QA-PWLS bias 0.006 0.001 -0.001 0.003 0.002 0.001 0.001 0.004 0.004
(trace)’ MSE 0.020 0.003 0.003 0.005 0.001 0.001 0.005 0.001 0.001
QA-PWLS bias 0.005 0.000 -0.002 0.003 0.002 0.001 0.001 0.004 0.004
(det)” MSE 0.021 0.003 0.003 0.004 0.001 0.001 0.005 0.001 0.001

Table 2: Simulation results of ,31 (Continue c)

Model No. 4(i) 4(ii) 4(iii)
(n;,n,,n,) Casel Case2 Case3 Casel Case2 Case3 Casel Case2 Case3
bias 0.002 0.002 0.001 -0.005 -0.005 -0.005 0.022 0.027 0.025

oL MSE 0.011 0.002 0.001 0.004 0.001 0.001 0.021 0.006 0.004

bias 0.002 0.002 0.002 -0.005 -0.005 -0.005 0.023 0.027 0.027
WLS MSE 0.013 0.002 0.002 0.005 0.001 0.001 0.025 0.006 0.005
BWLS bias 0.001 -0.001 -0.001 -0.001 0.000 0.000 0.007 0.001 0.001

MSE 0019 0003 0003 0008 0001 0001 0048 0014 0.012
QA-PWLS bias 0.000 -0.001 -0.001 -0.002 -0.004 -0.004 0007 0006 0.005
(race) MSE 0020 0004 0003 0007 0001 0001 0017 0001 0.001
QA-PWLS bias 0002 0000 0001 -0.003 -0.004 -0.004 0006 0.007 0.007
(de)®  MSE 0021 0004 0003 0005 0001 0001 0024 0001 0.001

Monte Carlo approach is used in this paper to compare the efficiency of the four
estimators of regression coefficients based upon bias, variance, and MSE. The simulation
results show that probability weighted least squares estimator and Quasi-Aitken weighted
least square estimator are unbiased estimators of regression coefficients. The simulation
results also find that the Quasi-Aitken weighted least square estimator has a smaller
asymptotic variance than least squares estimator. Simulation results show that the
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ordinary least squares estimator is biased under the data collected under the unequal
probability design; while under the equal probability design the weighted least squares
estimator is better than ordinary least squares, but under the unequal probability design
weighted least squares estimator may have a larger variance.

4. Empirical study

To examine the results carried out by simulation study in previous section. This study
uses the real data set of "Taiwan Social Change Survey 2007, Phase 5, Wave 3,"
collected under a stratified unequal probability sampling by the Institute of Sociology
Academia Sinica for empirical comparison of the three methods, namely, OLS, PWLS,

and Q-A PWLS via comparing the estimates of regression coefficients, RMSE, and RZ.

4.1 Sampling design

The real data set of “ Taiwan Social Change Survey” is collected by a complex survey,
stratified multi-stage cluster sampling, which includes 1,989 observations. The
population is stratified into six strata (region), each region i with people T,. In each
region i, N, towns are selected with probability proportional to the town’s

populationC, . n, villages are selected with probability proportional to the village’s
populationV; from each selected town. Then m, people are selected from each selected

village. The probability of the person j in the ith stratum included in sample z; and its

weight wu;, are shown as follows.

C. V.. m. Nnm 1 T. (16)
= N-X—I‘n-X—I‘ _ :#; wu., =— = I .
7Z'|J ( i Ti ) ( i CI) (VI ) T ij . N.nm

i ij i

In order to increase the precision of estimation, recursive raking with sex, age, and
stratum is used in this study to reach the consistency of the distributions of frequency
between sample and population. The weight used for raking is Wt

n N . . (17)

4.2 Variables used for regression analysis
Four variables are used for regression analysis to see the relationship between
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respondents’ total education years and his (her) parents’ total education years. The
variables are described as follows.

Dependent variable Y (edu): total years of education.

Independent variable X1 (age): respondent’s age.

Independent variable X2 (f-edu): total years of education of respondent’s father.

Independent variable X3 (m-edu): total years of education of respondent’s mother.
The sample statistics and the test for equality of mean and equality of variance over six

strata are shown in Table 3. The hypothesis test for mean equality (Hy:p,, =+ =)

shows that all the variables have significant differences among six regions. The Bartlett’s

test for homogeneity of variance (H,: G,, =+ =0g,) all shows that all the variables

have heterogeneity of variance among six regions.

Table 3: Sample statistics of the variables

Variables Stratum (region)

" ) P-value
Core General New  Traditional Rural Senior

cities cities cities counties  counties counties

X1 mean 43.46 4140 4282 47.85 48.98 44.58 p<0.0001
(age) sd. 1752 1538 16.37 18.57 16.86 18.30 p=0.0093

X2  mean 827 7.03 641 4.94 503 489  p<0.0001
(feduy) sd 505 505 459 4.41 436 457  p=0.0202

X3  mean 632 536 455 3.15 348 305  p<0.0001
(medu) sd. 493 475  4.404 3.86 398 413  p<0.0001

Y mean 1142 893 881 12.27 911 1071  p<0.0001
e sd. 435 519 492 4.35 507 464  p=0.0061

Note: p-values in the last column are from AVOVA test for mean equality and Bartlett’s
test for homogeneity of variance, respectively.

4.3 Regression analysis

Three estimators, OLS, PWLS, and Q-A WPLS, are used to estimate the regression
coefficients, in which the OLS estimator is taken from equation (2) and its variance
estimator is from equation (4), PWLS estimator and its variance estimator is taken from
equation (9) and QA-PWLS estimator and its variance estimator is taken from equation
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(11). The weight w; for PWLS and QA-PWLS is calculated as following

1. . (18)
W =Wt xwu, =wt; x—,1=12,..,6; ] =12,...,n,.
T

The estimated coefficients are shown in Table 4. The empirical results consist with
previous studies. The results show that there is no big difference among the estimated
parameters of those three methods. The results also show that the education years of
respondents have significant negative relationship with their ages but have positive
relationship with their parents’ education years.

Table 4: Estimated regression models

B, B B, By R-Square RMSE
OLS Estimate 13.4186 0.3266 0.0937 -0.1191
St.Error  (0.1071) (0.0000) (0.0001) (0.0000)
WPLS  Estimate 13.5639 0.3126 0.1020 -0.1226
St. Error  (0.1112) (0.0000) (0.0001) (0.0000)
Q-A Estimate  12.8397 0.3080 0.0981  -0.1037
WPLS St Error  (0.1050) (0.0000) (0.0001) (0.0000)

0.5570  3.1650

0.5567 3.1662

0.5528  3.1799

5. Conclusion

The sampling design is getting more complex to comply with a variety of social
environment and to increase the precision of sampling survey as well. The traditional
estimators used with complex survey may lower the accuracy of the statistical analysis.
This study explores the methods of regression analysis on survey data obtained under a
complex sampling. Four methods of multiple regression analysis proposed by this study,
namely, ordinary least squares, weighted least squares, probability weighted least squares
and Quasi-Aitken probability weighted least squares are used in this study for comparison
analysis. Monte Carlo approach is used in this paper to compare the efficiency of the four
estimators of regression coefficients based upon bias, variance, and MSE. The simulation
results show that probability weighted least squares estimator and Quasi-Aitken
probability weighted least squares estimator perform better than ordinary least squares
estimator and weighted least squares estimations in terms of bias, but probability
weighted least squares estimator has a larger variance for estimating regression
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coefficients under complex survey. Quasi-Aitken probability weighted least squares
estimator performs better than other estimator in terms of bias and MSE as the error term
and independent variables have heterogeneity of variance among strata. The simulation
results also find that the Quasi-Aitken weighted least square estimator has a smaller
asymptotic variance than least squares estimator on the cases of larger sample size.

This study uses the data of "Taiwan Social Change Survey 2007, Phase 5, Wave 3,"
collected under a stratified unequal probability sampling by the Institute of Sociology
Academia Sinica for empirical comparison of those three methods via comparing the
estimates of regression coefficients, RMSE, and R2. The empirical results consist with
previous studies and the simulation results in this study. The results show that there is no
big difference among the estimated parameters of those three methods. The results also
show that the education year of respondents has significant negative relationship with
their age but has positive relationship with their parents’ education year.
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Appendix A

Population 1(i)~(iii)

Population 3(i)~(iii) Population 4(i)~(iii)

Figure A.1: Scatter diagram of populations
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