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1. Introduction 

The Internal Revenue Service (IRS) has begun conducting annual individual taxpayer 
reporting compliance studies, the results of which are used in the strategic planning 
process, to develop workload selection formulas (i.e., which returns to audit), and to 
provide estimates of the amount of misreported tax and credits, including the Earned 
Income Tax Credit (EITC).  To conduct these studies, taxpayers are randomly selected 
and their returns are audited to determine if there is any non-compliance.  While the 
selected taxpayers probably do not view an audit of their tax return equivalent to 
responding to a survey, the non-response in these studies presents the same statistical 
issues as any other survey non-response. In earlier work (Masken, JSM 2004) the 
argument for treating non-response in these studies as missing at random was made, but 
did not come to a conclusion on the exact method that should be implemented. 
Continuing that effort, we first explore various imputation techniques that we considered 
and then detail the sequential regression multivariate imputation (SRMI) method that we 
implemented to estimate the amount of EITC that was overclaimed.  
 

2. Missing Data 

Missing data mechanisms are commonly described as falling into one of three categories 
(Little and Rubin, 1987): 
 
Missing Completely at Random (MCAR) 
This assumes that the missing cases are no different than the observed cases, and can be 
thought of as a random sample of the sample.  
 
Missing at Random (MAR) 
This assumes that the missing cases depend on certain observed characteristics, and can 
be fully represented by the observed cases with those same characteristics. Accounting 
for those observed characteristics which “cause” the missing data will produce unbiased 
results in an analysis.   
 
Not Missing at Random (NMAR) 
This assumes that the missing cases depend on variables which have not been measured 
or observed. NMAR is also termed “non-ignorable”.   
 
In all IRS compliance studies, there are instances of taxpayers who do not respond to the 
audit.  The reasons for nonresponse can vary and include, but are not limited to, taxpayers 
the IRS was not able to locate, taxpayers in disaster areas, and taxpayers who do not 
show up for the audit.  In the case of nonresponse, the IRS has data for all the reported 
items on the original tax return, but the amount allowed after exam is missing (hence the 
missingness is monotone).  Table 1 shows the distribution of the sample and the missing 
cases by strata.  Since the missing cases are associated with the strata, we chose to treat 
them as MAR for this study 

Section on Survey Research Methods – JSM 2010

3120



   
Table 1. Distribution of Sample and Missing Cases by Strata   

 Percent of 

Strata Sample Missing 

Schedule C Amount = $0, Married, EITC <= $412 5.3 3.0 

Schedule C Amount = $0, Married, EITC <= $2747 13.1 5.0 

Schedule C Amount = $0, Married, EITC > $2747 4.2 1.2 

Schedule C Amount = $0, Unmarried, EITC <= $412 19.8 29.2 

Schedule C Amount = $0, Unmarried, EITC <= $2747 27.8 32.7 

Schedule C Amount = $0, Unmarried, EITC > $2747 8.5 10.0 

Schedule C Amount < $0 1.9 0.9 

Schedule C > $0, Married, EITC <= $412 1.3 0.0 

Schedule C > $0, Married, EITC <= $2747 2.4 0.6 

Schedule C > $0, Married, EITC > $2747 3.1 0.6 

Schedule C > $0, Unmarried, EITC <= $412 4.6 2.4 

Schedule C > $0, Unmarried, EITC <= $2747 5.0 7.7 

Schedule C > $0, Unmarried, EITC > $2747 3.1 6.8 
  

3. Multiple Imputation 

General Overview 
When the data are MAR, multiple imputation is an attractive solution to the missing data 
problem. Missing values for any variable are predicted based on the observed variables 
correlated with the missing data and causes of missingness. The predicted values, called 
“imputes”, are substituted for the missing values, producing a full data set.  This process 
is performed multiple times, producing different plausible versions of missing data and 
multiple imputed data sets. For each imputed data set, a standard statistical analysis can 
be carried out and then results from each imputed data set can be combined to generate an 
overall estimate.  This incorporates the uncertainty introduced by estimating the missing 
data. 
 
One theoretical framework in support of imputation methods is the Bayesian theorem. An 
explicit model for variables with missing values can be specified, conditional on all the 
observed variables, some unknown parameters, and a prior distribution for the unknown 
parameters. Then a posterior predictive distribution of the missing values can be derived 
conditional on the observed values. The imputations are random draws from this 
posterior predictive distribution. 
 
The performance of multiple imputation has been studied in many missing data 
applications. It has been shown to perform favorably and balance very well between 
quality of results and ease of use (Graham and Shafer, 1999; Schafer and Graham, 2002). 
First, multiple imputation can produce unbiased parameter estimates which reflect the 
uncertainty associated with estimating missing data. Multiple imputation can also provide 
adequate results even when the nonresponse rates are high and is shown to be robust to 
departures from the normality assumption. Sensitivity analysis has been shown to 
demonstrate that the effects of NMAR, an inaccessible mechanism, are often surprisingly 
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minimal in the implementation of multiple imputation (Graham et al. 1997). Finally, 
compared with other statistical methods for missing data, for example, EM algorithm 
based on maximum likelihood estimation, multiple imputation is computationally simpler 
and less costly.  
 
Auxiliary Variables 
In selecting the variables used in the imputation models, we looked for variables that 
predicted both missingness and noncompliance.  The purpose of including these variables 
is to make the missing data mechanism ignorable (Meng, 1994; Little and Raghunathan, 
1997; Collins et al., 2001). For example, Figure 1 demonstrates that taxpayers over 50 
years old are more likely to be compliant with lower nonresponse rates and Figure 2 
shows head of household filers are more likely to be noncompliant with higher 
nonresponse rates.   
 
Figure 1                                                         Figure 2          

 
 
 
 
The variables we selected include demographic characteristics (age, gender), family 
structure (filing status, number of children), income (adjusted gross income, business 
income), geographic features (region, urbanicity), and tax filing characteristics 
(preparation method, use of bank product, number of years filing). These variables are of 
many types and therefore have a variety of distributional forms. For instance, income is 
continuous, age and filing status are categorical, and number of children is a count.  Also, 
it is often the case that the EITC is disallowed entirely, thus the response variable has a 
semi-continuous distribution, making it very difficult to postulate a full Bayesian model.  
To address these issues, and to account for the complex sample design that the data come 
from (stratified random sample with unequal probabilities of selection), we found 
sequential regression multivariate imputation (SRMI) to be a good solution. 
  
Sequential Regression Multivariate Imputation 
The SRMI approach (Raghunathan et al., 2001) can handle a variety of complex data 
structures involving many types of variables and bounds, where an explicit full Bayesian 
model cannot be formulated. It considers imputation on a variable by variable basis and 
creates imputations through a sequence of multiple regressions. The type of regression 
model depends on the type of variable imputed. The sequence of imputing missing values 
is continued in a cyclical manner, each time overwriting previously imputed values. It 
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can build interdependence among imputed values and exploit the correlation among 
covariates. The SRMI procedure can be easily implemented by the module IMPUTE in a 
SAS-callable software package IVEware (http://www/isr.umich.edu/src/smp/ive) by 
Raghunathan et al as well as an R package, MICE (Multivariate Imputation by Chained 
Equations) by Buuren and Groothuis –Oudshoorn. 
 
The amount of EITC a taxpayer is allowed is determined by their correct filing status, 
correct income, and the number of children they have that qualify.  Rather than impute 
the missing values for the correct amount of EITC directly, we initially planned to impute 
the missing values for the input variables and then calculate the amount of EITC allowed.  
However, we were unable to find good models for either the filing status or the number 
of qualifying children.  Since earlier studies have shown that these are both highly 
correlated with noncompliance, we abandoned this plan.1 
 
For this study, we were interested only in the portion of EITC that was overclaimed. 
Therefore, we created a new variable called ‘overclaim’ for the completed cases  and set 
it equal to 0 if the initial EITC claim by the taxpayer was less than or equal to the EITC 
amount allowed after exam.  Otherwise, it was the difference of the allowed amount from 
the claimed amount of EITC. This new overclaim variable is the variable we imputed. 
 
While including the design variables and the interaction terms between design variables 
and other predictors is one way to incorporate the sample design into the imputation 
model, we found that we could not fit all the interaction terms into one model.  Also the 
IVEware module IMPUTE can be used only to impute missing values in a simple random 
sample. Therefore, we decided to develop separate imputation models for each stratum 
(some strata were collapsed due to small sample sizes).  The models were developed 
using the SAS procedure SURVEYREG and incorporated as much information as 
possible given the varying sample sizes within each stratum.  Once the models were 
developed, they were input into the IVEware IMPUTE module. 
 
Each imputation process for the overclaim amount in a stratum was done in rounds. In the 
first round, the imputed value is based on only the completed cases.  In the next round, 
the imputed value is based on both the completed cases and the imputed amounts for the 
missing cases from the previous round’s imputation, with each round overwriting the 
previous round’s imputation.  In all, we did ten rounds for each imputation.  
 
Since the overclaim amount is a semi-continuous variable, a two-stage model was fit.  In 
the first stage, logistic regression was used to impute zero/non-zero status for the 
overclaim amount.  If the first stage resulted in non-zero status, then a normal linear 
regression model was used to impute a positive amount for the overclaim. 
 
The procedure described above was applied sixty times to generate sixty data sets with 
the final imputed values of the overclaim for each stratum. Then the strata were 
combined to form sixty full-sample data sets. 

 

 

                                                 
1 Compliance Estimates for Earned Income Tax Credit Claimed on 1999 Returns, Department of 
the Treasury Internal Revenue Service, February 28, 2002. 
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4. Analyzing Multiply Imputed Data 

Once the sixty imputed data sets were obtained, a standard statistical analysis on EITC 
overclaims was carried out for each data set.  The mean and variance of the amount of 
EITC overclaimed was calculated for each imputed data set and then combined to 
produce an overall estimate of the mean EITC overclaim and its variance.  The formulas 
below were used to combine the estimates (Rubin 1987a, Chapter 3).  
 
Let be the point estimate of the mean of Y and  be its estimated variance from the 

 imputed data set, where
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mU  is the average of the 60 variance estimates from the imputed data sets. It measures 
the original variability in overclaims, hence, it is called “within-imputation” variance. 
This component can be regarded as the variance estimate we would have generated if we 
had taken the imputes as the observed values and there had not been any missing data. 

mB  is called “between-imputation” variance. It measures the uncertainty caused by 
estimating missing data, i.e., imputation. This uncertainty is low when the point estimates 
of the mean of Y are quite similar across different imputed data sets.  Finally,  
is the correction factor when  is small.  

)1( 1−+ m
m

 
Many software packages are available to implement the above combining rules to analyze 
the multiply imputed data sets. After we obtained the multiple imputed datasets through 
the module IMPUTE in IVEware, we used another module DESCRIBE in IVEware to 
get the combined estimates on the mean value of EITC overclaims. The module 
DESCRIBE in IVEware supports complex survey design by incorporating design features 
such as strata and weights and using  Taylor series linearization to estimate variances in 
the analysis of each completed data set.  Unfortunately, at the time of this writing, we are 
not yet able to release the results publicly. 
 
 
Evaluation of Multiple Imputation Method 
Since there was one stratum with no missing data, we decided to use it to evaluate the 
performance of our multiple imputation method.  The logistic regression model of 
missingness from a similar stratum was imposed to set fifteen percent of the complete 
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stratum cases to missing.   We then applied the SRMI procedure described above and 
compared the results of the original complete data to the imputed data for this stratum.  
Our results showed no statistically significant difference between the complete and 

puted data in the mean EITC overclaimed at the 95% confidence level. 

used.  We plan to 
onduct future research to continue improving our imputation models. 
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5. Conclusions 

The analysis of missing cases in our study supports the MAR mechanism, therefore 
multiple imputation is an attractive solution to our missing data problem. Since there are 
many types of predictors in our study and the response variable is semi-continuous, 
SRMI was an appealing solution. We found the imputation models in our study to be 
robust to the specific models used and also to the type of software 
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