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1. Abstract1

 
This paper discusses the combined use of model fitting to 
data and matching using the model predicted values to 
reproduce the aggregate behavior and the main features of 
a data set.  We approximate the data using semiparametric 
regression models combining a simple additive structure 
with the flexibility of the nonparametric approach.  Then 
we use the model predicted values to simulate new data to 
preserve confidentiality.  In the case of highly senstitive 
data this method provides the necessary protection from 
disclosure. 
 
2.  Introduction 
 
The technique I discuss in this paper was born out of the 
Census Bureau’s need to protect data confidentiality for 
institutionalized and non-institutionalized populations 
living in collective dwellings or Group Quarters (GQ), 
which are included in the American Community Survey 
(ACS).  These populations play an important part in the 
accuracy of national and sub-national population survey 
estimates. 
 
The Census Bureau would have used a swapping 
technique to protect ACS-GQ data, but the scarcity of 
record pairs that we could swap called into question the 
efficacy of the swapping technique.  Swapped records 
have to agree on some key characteristics including 
geography and GQ type.  There are not enough records in 
the same geography and GQ type that match on other 
additional characteristics to form swapping pairs. 
 
GQ records appear on ACS public use microdata samples 
(PUMS) and other data products.  The geographic 
information on the PUMS files identify Public Use 
Microdata Areas (PUMAs) of 100,000 people or more.  
Some of the 3000 PUMAs nationwide coincide with 
government entities such as counties or cities.  This fact 
alone could make records for individuals in those areas 
more likely at risk of disclosure if they are linked to 
external datasets published by those government entities. 
                                                 
1 This report is produced by the Statistical Research 
Division (SRD) at the U.S. Census Bureau.  Sam Hawala 
was research statistician on the SRD staff.  This report is 
released to inform interested parties of ongoing research 
and to encourage discussion of work in progress. The 
views expressed on methodological issues are those of the 
authors and not necessarily those of the U.S. Census 
Bureau. 

 
3.  Application to The American Community Survey 
(ACS) 
 
The Census Bureau uses many modes of data publication 
for the ACS.  We are interested mainly in protecting 
microdata.  In the origin of the synthetic data idea for 
confidentiality protection, the focus is on protecting 
microdata files.  We also note that data products, such as 
tables and profiles, have built-in confidentiality protection 
if they are extracted from partially synthetic microdata 
files. 
 
For some background on the ACS, we mention that it is a 
relatively new survey conducted by the Census Bureau.  
The ACS uses a series of monthly samples to produce 
annually updated data for the same small areas (census 
tracts and block groups) as the decennial census long-
form sample formerly surveyed.  The ACS collects data 
monthly on about 250,000 addresses throughout the U.S. 
and Puerto Rico, and the Census Bureau publishes data 
annually on 3,000,000 addresses covering every county in 
the U.S.   
 
From a user’s perspective, it is important to keep in mind 
the context in which we apply the partially synthetic data 
method, in particular other ACS data releases.  The 
Census Bureau publishes over 800 ACS Base Tables.  
These tables provide the most detailed data on all topics 
and geographic areas.  An example of a table provides 
Poverty Status in the past 12 Months of Unrelated 
Individuals 15 Years and over by Sex by Age.  Tabular 
Profiles are extracted from the Base Tables.  They 
summarize key demographic, social, economic, and 
housing characteristics for the nation, states, and other 
geographic areas that exceed certain thresholds (at least 
1,000,000 people, or sub-groups of at least 65,000.)   
 
ACS public-use microdata files show a broad range of 
responses made on individual questionnaires. For 
example, how one household or one household member 
answered questions on occupation, place of work, and so 
forth. The files contain records for a sample of all housing 
units, with information on the characteristics of each unit 
and the people in it.   
 
In addition to removing all identifying information from 
data releases, the Census Bureau continues to use several 
procedures to protect data such as truncating,  top and 
bottom coding, and data swapping for records on 
individuals living in households with other related people.  
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For details on these and other techniques the reader is 
referred to Willenborg and De Waal (2001.)    
 
4.  Partial Synthesis Procedure 
 
We select vulnerable records and select key variables to 
synthesize.  The selection of records proceeds by 
classifying variables appearing on the microdata file into 
two groups:  Identifying Variables (IVs)   that are 
commonly assessed in government and private surveys 
such as age, and sex, and non-Identifying Variables (non-
IVs).  We condense the values or categories of the IVs 
and build a multi-way contingency table with   cells.  We 
consider cells that contain less than a small threshold 
number of cases as sensitive to disclosure.  The records 
belonging to these cells are the ones we partially 
synthesize.  We do not synthesize the non-IVs.  They are 
in general not publicly available and by themselves do not 
identify individuals.  The non-IVs may contain sensitive 
information about respondents, such as some components 
of the respondent’s income information.   
 
We first delete the values of an IV for the vulnerable 
records then we replace the deleted values by a random 
sample from the remaining values of the IV.  Next we 
specify and estimate a formula, or prediction equation that 
relates the IV to predictors: other IVs and non-IVs.  We 
obtain model-based estimates for all the values of the IV.  
Finally, through predictive mean matching we find 
replacement (synthetic) values for the values of the IV 
that we deleted.  We use the predicted values from the 
models to find donors from the remaining observed data 
after deletion of the IV values for the at-risk records.  A 
synthetic value is the observed value of a respondent 
having closest predicted value, in absolute value distance, 
to the predicted value of the respondent with the deleted 
value.    
 
We make use of the models only to define a criterion for 
matching complete donor records (donors with non-
deleted values of the IV) and incomplete recipient records 
(recipients with deleted values of the IV).  We transfer the 
IV values from the donor records to recipient records. 
   
The models only approximate the data-generating 
processes.  The goal is not to understand or study these 
processes but rather to mimic, or synthesize them into 
mathematical models, or prediction equations, which we 
use in a predictive mean matching process.  There is no 
restriction on including predictors that are exogenous to 
the original data set to be synthesized, such as the survey 
sampling design variables.  For our application the 
predictive power is the most important aspect of the 
models. 
 

Another aspect of the procedure is that we impose logical 
constraints on the models to avoid impossible 
combinations of values in the partially synthetic data.  For 
example, it is impossible to have a 10 year old in a 
nursing home.  The logical constraints are determined by 
subject-matter experts, rather than by the statisticians 
making the synthesis models. 
 
We avoid re-identification disclosures from the released 
partially synthetic data since the records that were at risk 
no longer refer to survey participants.  Those individuals 
that were at risk of disclosure are represented in the 
released data only through their non-identifying data 
elements that we did not synthesize.  Moreover, from the 
user’s perspective, the synthetic records fit into the 
overall data in a way that preserves the main features of 
the originally collected data.   
 
The performance of our procedure is a function of several 
factors.  In particular the choice of IVs, and the 
percentage of records that are synthesized.  These factors 
determine the degree of confidentiality protection and the 
extent of data distortion.  Detailed information on the rate 
of synthesis will remain confidential until further research 
shows that data confidentiality is not compromised by 
disclosing this information to the public.    
 
3.1  Synthesizing Models Specifications 
 
If the variable Y  is continuous then we fit a generalized 
additive model to relate Y  to a set of predictors X  .  The 
models are semi-parametric and additive.  Given a set of 
predictor variables ),,,(X 21 pXXX K= , we assume 
the target (response) variable follows a distribution from 
the exponential family, with mean  
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where   ig pi ,,1K= are unknown, smooth functions 
and α  is an unknown parameter.  This model combines 
the simple additive structure of the parametric regression 
model with the flexibility of the nonparametric approach.  
The additivity allows for the inclusion of more predictors 
than otherwise is possible (Venables (2002)).  We do not 
impose any strong shape restrictions on the functions that 
determine how the variables s influence the mean 

regression of 
iX

Y .  The additive components are 
approximated using an iterative backfitting procedure.   
If the variable Y  is an ordered categorical variable 
with  categories, then we fit a J proportional odds logistic 
regression model, see details in Agresti (2007). 
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We obtain estimates of the cell probabilities )jP(Y =  
and draw prediction values (categories) according to these 
estimated probabilities. In particular if Y  has two 
categories ( ) this model is the usual linear logistic 
model.   
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If the variable Y  is an unordered categorical variable, 
then we fit a logit model for multinomial responses.   
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We do not check for the adequacy of the models, since 
any attempt to do that will almost certainly lead to 
rejecting the models.  However, this does not mean that 
the models are not useful descriptions of the data.   
 
The modeling strategy in our application is not the usual 
approach that seeks the simplest possible model to explain 
the relationships between variables.  Our objective is 
prediction not causal inference.  We use the largest 
possible number of covariates X  that can produce 
estimates of the coefficientsβ  and smoothers g.  
Information on the covariates improves the accuracy of 
the predictions.  It is, however, computationally 
impossible to include all possible predictors in the 
models.  The predicted values are sensitive to the choice 
of variables that we include in X .  We expect a 
weakening of the associations between the predicted 
response variable Y  and those variables omitted from the 
model.  We also expect some predicted values to be 
unsuitable (out of range) for imputation, especially in the 
low and high ranges of the variable Y .  For this reason, 
we do not directly use the predicted values to impute for 
the deleted values.  We match each record to a record 
with the closest predicted mean and then impute the Y  
value directly from the match.   
 
3.2 Multiple Imputation 
 
To obtain valid inferences Rubin (1986) proposed 
multiple imputations to estimate the added variance from 
estimating deleted (missing) values.  Reiter (2003) 
extended the theory to measure the added variance due to 
partial data synthesis.  One implicit assumption we made 
to conform to the theory is that the selection of records to 
synthesize is done at random (MAR) conditional on the 
predictors used in the synthesizing models.  We could 
conceivably control the choice of records to synthesize to 
satisfy this assumption.  However we did not do this.  The 

author is not aware of research on the sensitivity of 
inferences due to departure from the MAR assumption. 
 
There is a concern, at the Census Bureau, about releasing 
several partially synthetic data sets, which are called 
implicates.  Together several published implicates may, in 
turn, create a new disclosure risk problem.  Using the 
implicates, an intruder could easily determine which 
records had not been altered, discovering in this way the 
exact records and variables that were deemed sensitive to 
disclosure risk.  Suppose, for example, the data consist of 
one thousand records, fifty of which were found to be at 
risk on five variables.  We model those variables for those 
fifty at-risk-records.  Suppose we release four partially 
synthetic implicates differing only in the fifty records.  By 
making simple comparisons on the implicates an intruder 
can easily find the fifty records and the five variables.  
With some form of reverse engineering an intruder could 
discover the very sensitive information the agency was 
trying to protect.  For this reason, more research is needed 
on this question.  In view of this problem the Census 
Bureau releases only one implicate of partially synthetic 
data (a single imputation), with the appropriate 
adjustments to the survey weights for more accurate 
estimation of variances. 
 

4.  An Example 
 
To illustrate some (not all) aspects of the procedure we 
describe what happens with an example of a data set we 
obtained from D’Orazio et al. (2006).  We reconstructed a 
microdata file with 2,313 records originating from an 
extract of a 2000 pilot survey of the Italian population and 
household census.  The information in our example is a 
crude summary from the original survey on three 
variables, AGE, EDU (education), and PRO (profession).  
In our tests and implementations of our procedure, we use 
as much detail as possible from the original data file, 
including survey design variables, (see Table 1 in 
Appendix).   
 
For this example we obtained additional information on 
the distributions of age and education in the general 
Italian population from publications of the Italian 
Statistical Institute.  We included the age and education 
distribution variables in the models.   
 
Because a lot of detail was not present in the original 
microdata, as we constructed it from the transformed 
response categories, our selection procedure ended up 
with a low proportion of records to synthesize.  We 
considered any cell in Table 1 with a count of 5 or less, as 
sensitive, which leads to 15 records that we synthesized.  
This is a rate of synthesis of about less than 7/10 of 1%, 
which is not typical in our work.   
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The variables AGE, EDU, and PRO are all ordered 
categorical.  We used proportional odds logistic 
regression models.  The resulting partially synthetic data 
is given in Appendix - Table 2. 
   
What we notice in Table 2 is that all the records that were 
in the small cells have been shifted and distributed among 
the other larger cells.  The smallest cell count in Table 2 
is 8 which is above the threshold of 5.  This guarantees 
the confidentiality protection we wished to offer.  As far 
as data quality and utility, Table 3 shows some summary 
measures 
 

5.  Assessment 
 
Ideally after the implementation of a synthetic data 
procedure users should be able to reproduce all key 
outputs from many statistical analyses of the original data 
set.  This is not possible to achieve, so we perform some 
diagnostics to check for data quality.  We evaluate before 
and after means and variances.  We look at bivariate 
distributions to evaluate the extent to which they differ 
(Table 3.)     
 
We cannot measure the goodness of fit of the partially 
synthetic data; we can only measure the absence of 
badness of fit.  Our aim is to not substantially change the 
original data, while at the same time protect the records 
that are at risk.  Our example shows that this can be done.   
 
The synthetic values fit with the rest of the data well.  
They are plausible values, i.e. values really observed in 
the surveyed population.  This aspect of our procedure 
guarantees the credibility of univariate distributions.  For 
instance, synthetic values are never out of range.  The role 
of the models was only to provide a suitable distance 
function to be used to find the best donor for a particular 
recipient.   
 

6.  Conclusion 
 
The Census Bureau continues to meet users’ demands for 
microdata.  Our research is geared towards improving the 
quality of the data while at the same time protecting data 
confidentiality.  We have developed a procedure to create 
partially synthetic data.  Our procedure fits in well with 
other processes that survey data have to undergo, such as 
editing and imputation for missing items.  
 
More research is needed to improve synthetic data 
procedures so that many more synthetic data inferences 
are the same as original data inferences.  Also, work is 
needed to show that publicly disseminating details on the 
procedure does not compromise data confidentiality.   
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Appendix 
 

Table 1: Original Data in Tabular Form 
   PRO  
  Worker Clerk Manager
AGE EDU    
<15-17> None or Compulsory school 15 0 0
 Vocational school 0 0 0
 Secondary school 0 0 0
 Degree 0 0 0
<18-22> None or Compulsory school 27 0 0
 Vocational school 7 1 0
 Secondary school 12 8 0
 Degree 0 0 0
<23-64> None or Compulsory school 759 0 0
 Vocational school 90 123 0
 Secondary school 143 653 142
 Degree 2 87 220
<65+> None or Compulsory school 12 0 0
 Vocational school 0 0 0
 Secondary school 0 3 4
 Degree 0 0 5

 
 
Table 2: Partially Synthetic Data 
   PRO_syn  
  Worker Clerk Manager
AGE_syn EDU_syn    
<15-17> None or Compulsory school 15 0 0
 Vocational school 0 0 0
 Secondary school 0 0 0
 Degree 0 0 0
<18-22> None or Compulsory school 27 0 0
 Vocational school 8 0 0
 Secondary school 13 8 0
 Degree 0 0 0
<23-64> None or Compulsory school 759 0 0
 Vocational school 92 126 0
 Secondary school 143 658 144
 Degree 0 87 221
<65+> None or Compulsory school 12 0 0
 Vocational school 0 0 0
 Secondary school 0 0 0
 Degree 0 0 0
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Table 3:  Summary Measures 
  AGE EDU PRO  
Original Data Means 2.973627 2.337224 1.699092  
 Variances 0.059425 1.198514 0.531388  
      
P. Synthetic Data Means 2.968007 2.331604 1.695633  
 Variances 0.054339 1.190597 0.527563  
      

  EDU    
 AGE 1 2 3 4 
Original Data  <15-17> 15 0 0 0 
 <18-22> 27 8 20 0 
 <23-64> 759 213 938 309 
 <65+> 12 0 7 5 
      
P. Synthetic Data <15-17> 15 0 0 0 
 <18-22> 27 8 21 0 
 <23-64> 759 219 945 307 
 <65+> 12 0 0 0 

      

 
  PRO   
  AGE 1 2 3 
Original Data  <15-17> 15 0 0 
 <18-22> 46 9 0 
 <23-64> 994 863 362 
 <65+> 12 3 9 
     
P. Synthetic Data <15-17> 15 0 0 
 <18-22> 48 8 0 
 <23-64> 994 871 365 
 <65+> 12 0 0 
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