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Abstract

A key difficulty in drawing inference of school effect from student test score gains is the fact that test scores are noisy measurements of students’ academic achievements. In this paper we examine competing inferential methods of dynamic panel data models using noisy data. In particular, we consider a score-level model where the score of the current period depends on the score of the previous period. We compare Monte Carlo simulation results of estimators of this model and estimates using the student test score data of Missouri.

KEY WORDS: value-added, dynamic panel data, noisy data

1. Primary Subhead

In recent years, voluminous research has been conducted to estimate the “value-added” by school teachers, based on the gains in student scores in standard tests. The ultimate goal of this line of inquiry is to help administrators evaluate teachers and schools, redirect resources, and create incentive schemes to improve the K-12 education. It is widely acknowledged (e.g., McCaffrey, et. al. 2003 monograph) that the current literature is still limited and the scholarly research is not reliable enough for high stake public policy making. A key difficulty in drawing inference of teacher effect from student test score gains is the fact that test scores are noisy measurements of students’ academic achievements. The design of the tests, the randomness in student’s performance on the day of the test, etc. Kane and Staiger (2002a) estimate that forty percent of the variations in test scores are noise. Chay et al. (2005) show that ignoring the noise in data can result in substantial bias in teacher evaluations.

In practice, the number of observations on each student is too small to justify the use of large sample (T) theory. The finite sample inference of such models is far from trivial. In the absence of measurement errors, it is well known that the serial correlation in the dependent variable (test score) induces finite sample bias of OLS in the autoregressive model (see, e.g., MacKinnon and Smith 1998). For fixed effect dynamic panel data models, the OLS is inconsistent as the number of student goes to in-
which does not permit analytical finite sample inference. In addition, although a researcher can either assume the variance of measurement errors or estimate it, there is no flexibility to model the uncertainty about it.

The last approach we consider is a Bayesian approach, which has several advantages. (i) It is often the case that the researcher has some information on the nature of measurement error. Such information can be incorporated in the prior and improves the precision of the estimates. (ii) The fundamental difference between the Bayesian inference and the frequentist inference discussed above is that the latter is conditional on the true parameters and the former is conditional on the sample observed. The presence of the lagged dependent variable in regressors makes the finite sample frequentist inference difficult. Because the Bayesian inference is conditioning on the finite sample of data, the posterior of the regression coefficients is no more complicated than that of the simple regression model. In the Bayesian framework the measurement errors can be viewed as nuisance parameters and easily integrated out from the joint posterior. The joint posterior of the thousands of parameters in this study can be derived from the likelihood and prior but the marginal posterior of each parameter is drawn numerically through Monte Carlo simulations. If the marginal posteriors are not standard, we can draw conditional posteriors of parameters (fixing the data and the rest of the parameters) from standard distributions, the Markov Chain will converge to the joint posterior, and the marginal distributions of a parameter of interest follows from averaging out other parameters. (iii) Unlike the OLS or GMM estimation that take the first difference in data, the Bayesian inference makes use of the whole data set. The difference in data utilization is important if the sample period is short, as is the case for most applications concerning student test scores. (iv) A key computational advantage of the Bayesian simulation over the state space model with Kalman filter is that no nonlinear optimization is involved here. It is known that nonlinear optimization over a large number of parameters for MLE can result in local optimum and produce unstable estimates with a minor change in instruments or starting value of the optimization algorithm.

To compare the finite sample performance of these estimators, we generate 1000 sets of data from dynamic panel of short panels with $T = 5$ and different sample sizes $N$. We compare several types of OLS, GMM, as well as Bayesian estimates and find the Bayesian estimates show smaller bias and mean squared errors than the OLS and GMM estimates.

We also compare estimates discussed above using the student test score data of St Louis school district. We find substantial difference in estimated school effects under competing estimators. The disparity in the estimates is not surprising given the differences in estimates we report in the numerical examples. We conclude that it is useful for researchers to check robustness of estimates of value-added models to the estimation method when using data of noisy short panels.

### 2. Estimators of Dynamic Panels with Measurement Errors

We consider two types of models on value-added. The number of observations in the panels are: $N$ students with $T$ observations in score level. Let $S_{it}$ be the score of unit $i$ in period $t$, $(t = t_1, t_1 + 1, \ldots, T_1)$ subject to measurement error $\tau_{it}$, $\tau_{it} \sim N(0, \kappa^2)$. The observed score is:

$$S_{it}^* = S_{it} + \tau_{it}. \quad (1)$$

First, true period $t + 1$ score depends on period $t$ score and covariants. We start with the framework that the gain score of unit $i$ is

$$S_{i,t} = \phi S_{i,t-1} + \mu_i + X_i' \theta + \epsilon_{i,t}, \quad (2)$$

or $\epsilon_{i,t} \sim N(0, \sigma_t^2)$. Here $X_i$ is a $p$-vector of control variables, including student demographics, teacher effect, school effect; $\epsilon_{i,t}$ is a normal error with variance $\sigma_t^2$. $\mu_i$ is the student $i$ fixed effect. Substituting (1) to (2), we have a regression model on observed variables

$$S_{i,t}^* = \phi S_{i,t-1} + \mu_i + X_i' \theta + \xi_{i,t}. \quad (3)$$

where $\xi_{i,t} = \epsilon_{i,t} - \phi \tau_{i,t-1} + \tau_{i,t}$. Denote $n_i = T_i - t_i,$

$$S_i = \begin{pmatrix} S_{1,t_1}^* \\ S_{1,t_1+1}^* \\ \vdots \\ S_{1,T_1}^* \end{pmatrix} , \quad \mu = \begin{pmatrix} \mu_1 \\ \mu_2 \\ \vdots \end{pmatrix} ,$$

$$W_i = \begin{pmatrix} S_{1,T_1-1}^* \\ X_{1,t_1} \\ X_{1,t_1+1} \\ \vdots \\ X_{1,T_i} \end{pmatrix} , \quad i_j = \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \\ \vdots \end{pmatrix}_{j \times 1} ,$$

$$D = \begin{pmatrix} i_{n_1} & 0 & \ldots & 0 \\ 0 & i_{n_2} & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ i_{n_N} \\ \vdots \\ \xi_{i,t_1} \\ \xi_{i,t+1} \\ \vdots \\ \xi_{i,T_i} \end{pmatrix} , \quad D = \begin{pmatrix} \xi_{i,t_1} \\ \xi_{i,t+1} \\ \vdots \\ \xi_{i,T_i} \end{pmatrix} .$$

Stacking up the student-level data, we denote

$$S^* = \begin{pmatrix} S_1 \\ \vdots \\ S_N \end{pmatrix} , \quad W = \begin{pmatrix} W_1 \\ \vdots \\ W_N \end{pmatrix} , \quad \beta = (\phi, \theta), \xi = \begin{pmatrix} \xi_1 \\ \vdots \\ \xi_N \end{pmatrix} .$$

### 2.1 Ordinary Least Square Estimator

The OLS or GLS estimates of dynamic panel data model (3) with measurement errors are inconsistent, because the error term of period $t$, $\xi_{i,t} = \epsilon_{i,t} - \phi \tau_{i,t-1} + \tau_{i,t}$, is correlated with the regressor $S_{i,t-1}^*$. The extent of the inconsistency depends on the data-generating parameters. We...
This OLS estimator is inconsistent as the number of student N goes to infinity as shown by Nickell (1982). The presence of measurement errors makes the estimator inconsistent with respect to N and time period T.

### 2.2 GMM Estimator

Note that $\xi_{i,t} - \xi_{i,t-1}$ is correlated with $S_{i,t-2}$. Valid instruments of the lags of $S_{i,t}$ must be $S_{i,t-j}$ with $j = 3, \ldots, T - 3$. As in Arellano and Bond(1991), we apply instrument $Z_{i,t}$, the moment condition is

$$E[Z_{i,t}(\xi_{i,t} - \xi_{i,t-1})] = 0, \quad \text{for } i = 1, \ldots, N \text{ and } t = t_i + 3, \ldots, T_i. \quad (8)$$

The weighting matrix that minimizing the asymptotic variance of the estimator is

$$\hat{H} = [(1/N) \sum_{i=1}^{N} Z_{i}(\hat{\Delta}{\xi_i})'(\hat{\Delta}{\xi_i})]^{-1}, \quad (9)$$

where $\hat{\Delta}{\xi_i}$ is the first difference of the residuals given a consistent estimator $\hat{\beta}$. In a widely-used two step procedure of estimation, we first set $H$ as the identity matrix and derive the first-step $\hat{\beta}_{GMM1}$ from (9). Then we plug $\hat{\beta}_{GMM1}$ into (9) to calculate the optimal weighting matrix $H$ and plug the new weighting matrix in (9) to derive the second-step GMM estimate of $\beta$.

An alternative to first differencing GMM estimator is given by Arellano and Bover (1995) based on forward orthogonal deviations. Denote the number of observation of each unit by $n$. The estimator is obtained by premultiplying the matrix form regression (3) by

$$\hat{\beta} = (\hat{W}'M\hat{W})^{-1}\hat{W}'M\hat{S}^\ast. \quad (7)$$

where

\[ M = I - D(D' D)^{-1}D' \]

\[ M = \begin{bmatrix} I_{n_1} - \frac{i_1 i_1'}{n_1} & 0 & \cdots & 0 \\ 0 & I_{n_2} - \frac{i_2 i_2'}{n_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_{n_N} - \frac{i_N i_N'}{n_N} \end{bmatrix} \]

\[ AS_i^\ast = AD\mu_i + AW_i\beta + A\xi_i. \quad (10) \]
By construction, elements of each row of $A$ add to zero, hence the fixed effects are eliminated and we have

$$AS_i^* = AW_i\beta + A\xi_i.$$  \hspace{1cm} (11)

$A\xi_i$ is a vector of weighted errors, the $t$th element of which only depends on the errors of $t$th period and onward. The moment condition takes the form

$$E(Z_i' A\xi_i) = E[Z_i' A(S_i^* - W_i\beta)] = 0.$$  

The GMM estimator is

$$\hat{\beta}_{GMM2} = \left[ \sum_{i=1}^{N} (W_i' A' Z_i) H(Z_i' A W_i) \right]^{-1} \sum_{i=1}^{N} (W_i' A' Z_i) H(Z_i' A S_i^*),$$

where the weighting matrix $H$ is chosen in two steps. The one-step choice for $H$ is

$$H = \left\{ \sum_{i=1}^{N} Z_i' A A' Z_i \right\}^{-1}.$$  

A two-step choice is

$$H = \left\{ \sum_{i=1}^{N} Z_i' A\xi_i A' Z_i \right\}^{-1},$$

where $\xi_i$ is the step-one residual.

### 2.3 Bayesian Model

An advantage of the state-space and the following Bayesian approach is that all observations are utilized. Denote the observed data as the true data plus a noise $\tau$:

$$S_{it} = S_{it} + \tau_{it},$$

where $\tau_{it} \sim N(0, \kappa^2)$. Our prior for $\kappa^2$ is $IG(p, v)$. Denote

$$\tau_i = \begin{pmatrix} \tau_{i, t_i - 1} \\ \vdots \\ \tau_{i, T_i} \end{pmatrix}.$$  \hspace{1cm} (12)

We assume

$$\tau_i = S_i^* - S_i \sim N(0, \kappa^2 I_{n_i + 1}).$$

Define $\mu_i = (\mu_i + X_i' \theta)$. We rewrite model (2) as

$$B_i S_i - \mu_i \sim N(0, \sigma_i^2 I_{n_i}),$$

with

$$B_i = \begin{pmatrix} -\phi & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\phi & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \phi \end{pmatrix}_{(n_i) \times (n_i + 1)},$$

$$\sigma_i = \begin{pmatrix} \mu_i + \theta \\ \vdots \\ \mu_i + \theta \end{pmatrix}.$$  

The posterior is

$$\pi(\beta, \kappa, \mu_i, \sigma_i, S_i | i = 1, \ldots, N | D) \propto \kappa^{-2(p_i + 1)} \exp\left( -\frac{\tau_{it}^2}{\kappa^2} \right) \exp\left\{ -\frac{1}{2}(\beta - \beta) \Omega^{-1}(\beta - \beta) \right\} \times \prod_{i=1}^{N} \sigma_i^{-2(p_i + 1)} \exp\left( -\frac{\tau_{it}^2}{\sigma_i^2} \right) \times \exp\left\{ \frac{S_i^* - S_i}{2\sigma_i^2} \right\}.$$

It follows that the conditional posterior of the true data is

$$S_i \sim N(S_i, Q_i),$$  \hspace{1cm} (13)

where $Q_i = (\kappa^{-2} I + B_i' B_i \sigma_i^2)^{-1}$, $S_i = Q_i (\kappa^{-2} S_i^* + B_i' \rho \sigma_i^2)$. Denote $h_{it} = S_{it} - \phi S_{it-1} - X_i' \theta$. The posterior for student fixed effects is given by

$$\pi(\mu_i | \beta, \sigma_i, D) \propto \exp\left\{ -\frac{1}{2}(\beta - \beta) \Omega^{-1}(\beta - \beta) \right\} \times \exp\left\{ -\frac{1}{2}(\mu_i - \mu_i)^2 \right\} \times N(\sigma_i^{-2} + \sigma_i^{-2} (n_i + 1))^{-1}.$$

The posterior of the slope coefficients of the regression is

$$\pi(\beta | \mu, \sigma, D) \propto \exp\left\{ -\frac{1}{2}(\beta - \beta) \Omega^{-1}(\beta - \beta) \right\} \times \exp\left\{ -\frac{1}{2(S_i - \mu_i)^2} \right\} \times \exp\left\{ -\frac{1}{2(S_i - \mu_i)^2} \right\} \times N(\Omega^{-1} + \sum_{i=1}^{N} \sigma_i^{-2} W_{it}' W_{it})^{-1} \Omega^{-1} \beta \times \sum_{i=1}^{N} \sigma_i^{-2} W_{it}' W_{it}).$$  \hspace{1cm} (14)

The conditional posterior of the noise variance is

$$\pi(\sigma_i^2 | \beta, \mu_i, \theta, S_i, D) \propto (\sigma_i^2)^{-\left(p + 1\right)}.$$  

The conditional posterior of the regression error variance is

$$\pi(\sigma_i^2 | \beta, \mu_i, \theta, S_i, D) \propto (\sigma_i^2)^{-\left(p + 1\right)}.$$  

954
\[
\exp\left(-\frac{v_0}{2}\right)\left(\sigma_i^2\right)^{-(n_i)}\exp\left\{\frac{-(B_iS_i - \rho_i)'(B_iS_i - \rho_i)}{2\sigma_i^2}\right\} \\
\propto IG\left(p_0 + \frac{n_i}{2}, v_0 + \frac{(B_iS_i - \rho_i)'(B_iS_i - \rho_i)}{2}\right),
\]

(17)

The conditional posteriors suggests a Gibbs sampling MCMC algorithm: In cycle \(k\), with \((e_i^{(k-1)}, \beta_i^{(k-1)}, \theta_i^{(k-1)}, \sigma_i^{(k-1)}, \kappa_i^{(k-1)})\) drawn already,

1. Draw \((S_i^{(k)}, \sigma_i^{(k-1)}, \beta_i^{(k-1)}, \mu_i, D)\) for \(i = 1, \cdots, N\) from the normal distribution (13).
2. Draw \((\mu_i^{(k)}, S_i^{(k)}, \beta_i^{(k-1)}, \sigma_i^{(k-1)}, D)\) for \(i = 1, \cdots, N\) from the normal distribution (14).
3. Draw \((\beta_i^{(k)}, S_i^{(k)}, \mu_i^{(k)}, \sigma_i^{(k-1)}, D)\) from the normal distribution (15).
4. Draw \(\kappa_i^{(k)} | S_i^{(k)}, \sigma_i^{(k-1)}, (i = 1, \cdots, N), D\) from (16).
5. Draw \(\sigma_i^{2(k)} | S_i^{(k)}, \beta_i^{(k)}, \mu_i^{(k)}, (i = 1, \cdots, N), D\) from (17).

We use the posterior mean as the estimator.

3. Numerical Simulation

We simulate 1000 samples of panel data based on parameters similar to the estimates from the Missouri student test score data. Specifically, \(N = 1000, t_0 = 1, T_i = 5, p = 1, X_{it} = \cos(0.1 \times i \times t), \theta = 1, \mu_i = \sin(i), \kappa^2 = 0.2, \sigma_i^2 = 0.1, \phi = 0.9\). We obtain estimates of the parameters using two types of OLS, two types of GMM, and the Bayesian posterior mean. For Bayesian estimation, we set the prior of parameters as the data generating parameters and prior variance as unity.

The following tables show that compared with the data generating parameters \(\phi = 0.9\) all estimates show downward bias, especially the estimates based on first-differenced data (OLS1 and GMM1). GMM estimators do better than OLS, for differenced data (GMM1 vs. OLS1) or undifferenced data (GMM2 vs. OLS2). The Bayesian estimates show smallest bias and mean squared errors. Intuitively, the prior shrinks the Bayesian posterior towards the mean, reducing the error of estimates.

To investigate the effect of sample size \(N\) on the estimates obtained through different methods, we increase \(N\) from 100 to 1000, and keep the rest of the parameters in the data generating model unchanged. We report the average of the estimates of 1000 generated samples and plot the estimates for these generated samples. The tables show that increasing \(N\) does not substantially affect the bias in the estimates, but the plots show that the frequency distributions become tighter compared with the case with \(N = 100\).

### Table 1: Estimation Result I: \(t=5, N=100, x = \cos(i \ast t \ast 0.1)\) and \(\mu(i) = \sin(i)\). Prior for \(\mu(i) \sim N(0,1)\)

<table>
<thead>
<tr>
<th>Method</th>
<th>OLS1</th>
<th>OLS2</th>
<th>GMM1</th>
<th>GMM2</th>
<th>Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE of (\phi)</td>
<td>.252</td>
<td>.209</td>
<td>.129</td>
<td>.040</td>
<td>.004</td>
</tr>
<tr>
<td>MSE of (\theta)</td>
<td>.001</td>
<td>.001</td>
<td>.002</td>
<td>.001</td>
<td>.001</td>
</tr>
</tbody>
</table>

The table reports the average of estimates for 1000 simulated samples (with standard deviations of the estimates cross samples in the parentheses).

### Table 3: Estimation Result I: \(t=5, N=1000, x = \cos(i \ast t \ast 0.1)\) and \(\mu(i) = \sin(i)\). Prior for \(\mu(i) \sim N(0,1)\)

<table>
<thead>
<tr>
<th>Method</th>
<th>OLS1</th>
<th>OLS2</th>
<th>GMM1</th>
<th>GMM2</th>
<th>Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE of (\phi)</td>
<td>.001</td>
<td>.009</td>
<td>.012</td>
<td>.013</td>
<td>.011</td>
</tr>
<tr>
<td>MSE of (\theta)</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
</tr>
</tbody>
</table>

The table reports the average of estimates for 1000 simulated samples (with standard deviations of the estimates cross samples in the parentheses).

### Table 4: Mean Squared Error(MSE) of parameters

<table>
<thead>
<tr>
<th>Method</th>
<th>OLS1</th>
<th>OLS2</th>
<th>GMM1</th>
<th>GMM2</th>
<th>Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE of (\phi)</td>
<td>.257</td>
<td>.029</td>
<td>.130</td>
<td>.041</td>
<td>.003</td>
</tr>
<tr>
<td>MSE of (\theta)</td>
<td>.001</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

The table reports the mean squared errors of estimates for 1000 simulated samples.
school effects. We plot the estimated 108 school effects using OLS2, GMM2, and the Bayesian posterior mean. The plots show that the estimated school effects are quite sensitive to the estimation method. The range of the estimated school effects is about ten percent, and the range is slightly tighter under the Bayesian estimates.

4. Summary and Comments

The Monte Carlo simulation results presented in this study shows that Bayesian estimates under plausible priors dominate OLS and GMM estimates in dynamic panel models when data are noisy and the panels are short. Estimated school effects using St Louis school district data with different estimation methods substantially differ. We conclude that when estimating value-added models with noisy test scores, it is advisable to check the robustness of the estimated school effects.
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Figure 6: Estimated School Effects by GMM2: dependent variable = log(score), 108 Schools

Figure 7: Estimated School Effect by Bayesian Estimates: dependent variable = log(score), 108 Schools