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1. Introduction

This paper compares five methods to estimate a population
total in a dual-frame survey when one of the two samples is
not self-weighting. The estimation methods compared are:
the pseudo maximum-likelihood (PML) method (Skinner and
Rao, 1996), two classic single frame (SF) methods (Kalton
and Anderson, 1986; and Bankier, 1986), a pseudo single-
method frame method, and a modified single frame method
developed for the Third National Incidence Study of Child
Abuse and Neglect (NIS-3, 1997).

Section 2 describes the NIS and the reasons for adopting a
modified estimation method. Section 3 defines the estimation
domains in a dual-frame survey. Section 4 reviews the PML
and the classic SF methods. Section 5 discusses the
estimation issues in the NIS: the difficulties with the classic
methods (5.1), inefficiencies of a pseudo SF method (5.2),
and the motivation for a modified SF method. Section 6
describes a simulation study. The results suggest that the
modified SF method performed reasonably well for the NIS.

2. The National Incidence Study
of Child Abuse and Neglect (NIS)

The NIS is a national survey to estimate the number and the
characteristics of maltreated children in the United States.
This study uses a multistage and multiple frame design to
broaden coverage of possible reporting sources for maltreated
children. The primary sampling units (PSUs) are counties and
county clusters. Within sampled PSUs, Child Protective
Services (CPS) agencies are the primary data source for
maltreated children. However, the coverage of CPS agencies
is incomplete because some possibly maltreated children may
not be investigated by the CPS agencies.

This paper presents the NIS as a simple one stage dual-frame
survey inside a single PSU. Frame A is simply stated as a list
frame of maltreated children investigated by CPS agencies
and a self-weighting sample is selected from this frame.
Frame B is a second frame of maltreated children, those
observed by professionals in non-CPS agencies as possibly
maltreated children. The NIS constructs list frames of
agencies for police, hospitals, schools, shelters, day cares,
and other agencies for a total of 10 agency categories.
Agencies were sampled, a roster of professional staff
constructed, and then staffs were sampled to serve as
informants (sentinels) for maltreated children. There is not a

complete list frame B and the number of maltreated children
in frame B is unknown.

The estimation issues in the NIS are as follows: (1) the
intersection domain is not fully defined, (2) the sample in
frame B is not self weighting, and (3) the NIS study design
requires eliminating overlapping observations such that each
maltreated child will be counted once for incidence
estimation.

3. Estimation Domains in Dual-frame Surveys

The basic assumption in dual-frame estimation is that the
union of the frames covers the population of interest. With
two frames, there are three estimation domains: those units
common to both frames; those unique to one frame; and those
unique to the second frame. The key to unbiased estimation is
that one can correctly identify the domain membership for
each sample observation and account for the selection
probabilities of every member in both frames (not only the
frame from which the observation is sampled). Lohr and Rao
(2000, 2006) describe methods of inference from dual-frame
surveys and estimation methods in multiple-frame surveys.

Consider a dual-frame survey where the population sizes of
frames A and B are known and both frames are incomplete.
Let U, and Ug denote the two frames A and B with
population size N, and Ng, and U, denote the frame
intersection with size Ny, then the frames can be expressed
as the wunion of two distinct sets Up=U,uUUy
and Ug=UpuU, where Np=Nsz+Ng and
Ng =Nz +Ng . (Note that U,=UpnUg , Up=

=Ug nU_, , where U is the complement of U 4p,).

The samples S, and Sg are selected independently from
frames A and B with sample sizes n, and ng. Using Sy, to

denote the sample selected from the frame intersection with
size n,y, ; the samples can again be described as two distinct
sets SpA=S,uUS,,  and Sg =SpUSy where
Sa=SanS; and Sp=SgNS; with sample sizes
Np =Ny +Ng, and ng =n,4 +nyy, . Following the notation in
Skinner and Rao (1996), letS;, denote the overlap sample
from frame A and SZ,, denote the overlap sample from frame
B, then S, and Sgcan be expressed as Sp =S, WS, and

Sg =Szp USpwith sizes ny =ny +ngyand ng =ngy +ny.
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Figure 1 is a pictorial representation of a dual-frame design
with two incomplete frames. The domains are: S; if an

observation keS, ; S, if keSy, msgbc ;o Sy f
keSap NSy Saif keSh, NSLE, and Sy if ke Sp. The
intersection domain comprises of Sz, =S,uUS3
Sap =S3US,, and S3 contains the sample observations

selected from both frames A and B. The domains for
estimation are: S, =S; for units unique to frame A,

Sap =S2 US3US, for those units common to both frames,
and Sy, = Sg for those units unique to frame B. The domain
sizesare ny =Ny, Ngy =Ny +N3+Ny ,and ny =ng.

Figure 1. A Dual-Frame Design with Two Incomplete Frames
4. Dual-frame Estimation Methods

For an observation k, let 7 5, be the selection probability of
the observation in frame A according to specified
probability sampling design p'(Sp) . Likewise, let zgy, be
the selection probability in frame B with probability sample
design p”(Sg) . The sample weights for the two samples are

Way = ﬂ;& and wgy :ﬂgi. An unbiased estimator of the

population size for each frame is

Nap =2s,usy, Wak andNp o =g s, Wek -

The issue in dual-frame estimation is how best to derive the
sample weights for observations in the intersection domain
such that the sample weights for observations in the three
estimation domains can be used to provide unbiased
estimates of the union of the two frames:

Wy ifkeS,,
Wi = Wpgk if ke Sz, Sz, 1)
WBk if kESb.

4.1 PML Estimation

The pseudo maximum-likelihood (PML) method adopts the
maximum likelihood principles for estimation with simple
random samples (Skinner, 1991) and applies them for

samples with complex survey designs (Skinner and Rao,
1996). The PML weighting scheme for observations in the
two samples can be summarized as follows:

Na-N
[N—bka fres,,
Wi = q 2 /. (2a)
n, .
aE’,PML (~, o jWAk if keSap,
Nab Nap +Nap
Ng-N
BT“’PMLJWBK if keSy,
Wy = 3 b ) (2b)
Ny .
2P (~, ab Jka if ke Sy,
ab Nap +Nap

where N =>s Wag » Np=%s Wgk » Nap =Xg;, Wak »
Nap =Zsz, Wek » Np =25, Wk » Nap =NaNgy /Na
ﬁgb:nsﬁgb/NB , N~ab’p,v,|_ is the smallest root of

px2—gx+r=0 , with p=np+ng , qznAl\~lB+

r:nAN~ébN8+

- - ~ 0.5
+ngNaNaand Ngppye =(2p) 1[q—(q2—4pr) } For

a complex sample design, the sample sizes nyand ng are

replaced by their effective sample sizes that account for the
design effects of the domain sizes. Lohr and Rao (2006)
further extended the method to multi-frame situations, and
suggested the use of a compromise value of the design effect
that works well for the most important variables.

+nBNA+nANéb+nBNgb and

The PML method provides two weights W, and wy for
observations in the sample overlap segment S, . For
estimation of a population total Y , let Y5,Ya,,Yp be the
population totals in the dual-frame domains a, ab, and b
(for sets U, , Uy and U,y ). Let Yy be the value of
observation k . Skinner and Rao (1996) showed that the
PML estimator of the population total Y =Y, +Y,, +Y, can
be obtained as follows:

YemL =X, Wk Yk +Xsy, Wk Vi + Xz, Wi Vi +2s, WYk (3)

4.2 Single frame Estimation (SF)

The classic single frame (SF) methods (Kalton and Anderson,
1986; Bankier, 1986) estimate the population total by treating
all observations as though they had been sampled from a
single frame and the sampling weights of observation in the
intersection domain are modified according to their inclusion
probability in each sample (see Lohr and Rao, 2000, 2006).
Kalton and Anderson (1986) discussed ways to apply this
approach. One option ( SF;) uses the following weighting

scheme:

3196



Section on Survey Research Methods

Wak =7 5 if keS,,
—1 M ’ 14
Wi sk, =\Wask = (7ak +7pk) ~ 1 keSgy,Sa  (4)
Wey = 7q if k e Sy,

An estimate of the population total is obtained again by using
all observations in both samples:

Ysk, = Zkes, Uy, Wk Yk + Zkes, sy, Wk Yk ©)

An alternative application, also proposed by Bankier (1986)
(SF,), is to first eliminate overlapping observations in the

sample overlap segment, and the sampling weights for
distinct units in the sample are derived as follows:

WaK = 7 ag if ke Sy,
-
Wy s, =1Wagk = (- (Q-7a NL-7gy )™ if keSg, (6)
Wy = 7 if keSy,

An unbiased estimate of the population total under this
scheme is:

Ysk, = 2kes, Wk Yk + Zkesy, Wk Yk +Zkes, Wk Yk (7)

Both implementations are comparable when 7z *7zg, is

small and when there are relatively few overlapping
observations in the sample.

5. Estimation in the NIS

The key estimates of interest in the NIS are the total number

of maltreated children in the union of the two frames N , the
total number of maltreated children investigated by CPS

agencies NA, and the number of the maltreated children not

investigated by the CPS agencies Nb. Another subgroup of
interest is children measurable by the NIS endangerment
standards (E ).

5.1 Difficulties in Applying the Classic Estimation
Methods

The SF estimation methods are not easily applicable in the
NIS because (1) frame B uses a non self-weighting sample,
and (2) the assignment of domain membership is problematic.
The single frame method SF, is the most applicable in the
NIS. This approach can be applied in small PSUs where all
maltreated children investigated by CPS agencies were
sampled with certainty. In this special case, 7zp =1

wherek € S, U S, and the sample weights are wy, =1 for all

children investigated by CPS agencies. It is not necessary to
know zgy . However, in all other PSUs where 7 5 <1, this

SF method is not possible because zgy are unknown.

The PML method can bypass this problem. However, the
issues are how best to estimate the overall design effects and
how to derive a composite weight for observations after
overlapping observations are removed in the NIS.

5.2 Pseudo Single-Frame Estimation
A pseudo single-frame weighting scheme that can circumvent

the estimation difficulties with the classic methods is the
following:

WAk if kES]_USZ US3,
Wk,SF3 =<0 if k 684, (8)
WBk |f kESS.

With this scheme, an estimate of the population total and the
frame A total are:

Ysk, = Zkes, Wk Yk + Zkes, Wk Yk 9)

YaSF, = 2kes, Wk Yk

This scheme is analogous to the situation where frame
overlaps are removed through a prescreening process. For
example, in the National Survey of America’s Families
(Waksberg et al, 1997), the random digit dialing (RDD)
survey covering the households that have a telephone can be
viewed as frame A, and the area probability sample of
households as frame B. In the area sample, households with
telephones were screened out. Prescreening, however, is not
possible for the NIS. Its effect, however, is approximately the
same as if one ignores observations in S, and assigns zero

weight to sampled observations in this segment. An obvious
disadvantage of this approach is the loss of data.

5.3 Modified Single Frame Estimation Method

A practical weighting scheme used in the Third NIS (NIS-3,
1997) is the following:

WAk ikaS]_USZ,
kas|:4 =41 if k 683 US4, (10)
WBk |f k 685.

With this scheme, an estimate of the population total is
computed in the same way as the SF, method. The frame A

total is estimated somewhat differently, using all observations
found in frame A as follows:

Ysk, = Zkes, Wk Yk * ZkeS,, Wk Yk + Zkes, Wk Yk » and

YASF, = ZkeS,US,, Wk Yk - 11)

The rationale for this scheme is as follows. By definition, any
domain estimator of the form Y, g = > 5wy y, dy is unbiased

for the domain total Yy =3, yxdyx , where U =U, uUgpg
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and dy is a domain indicator, that is, d, =1 if k is in the
domain and =0 otherwise.

Consider the expectation of Y taken over all possible
observations realized in the survey

iSE(Y) = E(kzuwk ykdkj. The estimator Y is unbiased for
e
Y when E(kzuwk ykdkj:Y and this condition is satisfied
when E(wk)ilfor all k.
By domain, the estimator Y is unbiased for Y when
ElXkeu, Wk Yk )= Ykeu, Yk o

EXkeu,, Wk YS =2keUy, Yk
EXkeu, Wi Yk )= Zkeu,, Yk

(12)

In domain U, , wy is the inverse of the probability of
selection of case k where

mh ifkeS,,
Wy = (13)

0 if keS,.

When E(wk|keua)=nAk*i+(1—ﬂAk)*0=1 , the
7T Ak

unbiased condition is satisfied. Likewise, for domain Uy,

one can define wy = ﬂé& for k € Spand 0 otherwise. Again

when E(Wk|k€Ub)=7Z'Bk*L+(1—7Z'Bk)*0=1 , the
T

Bk
unbiased condition is satisfied.

For the intersection domain U , , the same is true that
expectation E(Zkeuab Wy Yk ): Ykeu,, Yk Is satisfied when

E(wy |k €U, )=1. For the sample segments within this
domain, the weights are:

) *( )—1 :
7 =7y if keS,
Wk =
0 ifkeS,
T *7ge if keSs
Wa = (14)
0 if keS3
1
@—ﬂ'AkT *;zgﬁ if keSy
Wak =

0 |kaS4

Then as before,

E(W [k €Ugp) =7 ax (L= 71 Wai + 7 ac7ak Wak +

+ (L 7 A JreKWa (15)
In the NIS there is no reliable way to classify observations in
segments S;and S, . For children reported by CPS agencies,
data are available on the informant source that reported the
maltreated children. One can distinguish those informant
sources that are surveyed independently in the NIS (e.g.,
police, school, hospitals, etc.) and those informant sources
that are not surveyed in the NIS (e.g., neighbors, victims,
etc.) and use this distinction to assign children into segments.
This option, however, is imperfect because the coverage in
the NIS is not always captured by the CPS data (e.g., among
school personnel, the NIS coverage includes only public
school personnel and not all school personnel).

When observations in segments S; and S, are inseparable, the
default is that members in both segments are assigned a
sample weight: Wy, = 7 1 . Furthermore, even if it is possible
to distinguish observations in S, and Sy, 7z is unknown for

units in S, . In this case also, it is natural to use wyy = ﬂ;ﬁ .
By applying this constraint, equation (15) becomes:

E(W |k €Ugp) = mak(L— ek )7k + Ak aicWak +
+ (1= 7 ak 7K Wak

and the unbiased condition E(w |k €U, )=1 means:

(L7 )+ 7 pc B W + (L= 7 A e War =1 (16)
There is no unique solution to this equation. To avoid loss of
data in S, it is reasonable to impose the constraint that both

W3y , Wy Should not be smaller than 1, and this leads to the
solution wg, =Wy, =1. Note that if one accepts the loss of
data in S, and set wy =0, this leads to the solution
Wgy =Wy , that is the pseudo single-frame method ( SF3).

6. Simulation Study

A simulation study was conducted to compare the five
estimation methods: the PML method, the two classic SF
methods, a pseudo single frame method, and a modified
single frame method for the NIS. The basic methodology
followed Skinner and Rao (1996). Instead of a
superpopulation, this study constructed two finite population
frames, and then drew independent samples from each frame,
repeating the sample selection 10,000 times. This section
summarizes the process of frame construction (6.1), sample
selection, weighting, and estimation (6.2), and the results
(6.3).
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6.1 Dual-frame Construction

Frame A was {(yx,N,)k=1.., N} where y, was the
value associated with the kth element, N, was the number of
elements belonging to domain a, N, was the frame A size.
Frame B was {(y ., Npj } j =1.... M,k =1.., N { with M

clusters, Np; elements in domain b in the jth
cluster, Ny = N j —Np; elements in domain ab, yj, was
the value associated with the kth element. The sizes were
Ng =M Nj, Np =M Npj =Ng ~Ng,  and
N ap :Z?"leabj . The clusters in frame B resembled the

clusters of informant agencies and informants in the NIS.

To generate the frames, the first step was to specify y, and
7p as targeted relative sizes of U, and U, where y, =
N, /N and y,=Np /N . The parameters used to generate
frame B were {(Nj,ij,Nabj ) i :1,...,M}where N; was
the cluster size, and within-cluster domain sizes Ny; and
Ngapj Of domains b and ab. Frame B was created in five
steps:

1. Generate a cluster size Nj ~Gamma(ry,z,) for
specified 7; and 7, . The expected size for frame B is
E(NB)I MZ'1T2 .

2. Generate a probability yy; ~Beta(ey, @) for a
specified o7 =V(;/bj) where Elyy; )= 75 /l-74) . It

2, 2(, -1
follows  that alzy},[a}, ,uy(yy —1)—1] and

-1

as :al(,u}, —1), where p, = E(ybj )

3. Generate  Np; ~ binomiaI(N j ,7bj) within-cluster
domain size, for given values of N and yy; .

4. Compute Ngp; =N —Np;, for given values of N
and Nb] .

5. Repeat Steps 1-4  independently to  get
{Nj.Npj Ny ) =L, M.

Uabj:{j:j:]-w-Nabj} , Ubj:{j:j:Nabj +1,...,Nj}
denote the index sets for the two domains ab and b in
cluster j. Then Uy =U’}"=1u bj and Ugp =U'}"=1U abj were
the index sets of the two domains for the entire frame B.

For each cluster j , the yj  values were generated

independently following the same nested error model used in
Rao and Skinner (1996):

fOkaUbj,

o Hp +0lbj +gjk
yjk_ fOFkEUabj,

Hab + Qapj + € jk

where the domain means uy, and uq, Were specified, & j ’s
were independent of (abj ,aabj,ij) with &5 ~iid

N[O,O'Z(l—p)J for specified o and p , and (ap;, @abj)
were drawn from a bivariate normal distribution with mean
vector O, common variance paz and covariance ,050'2 for
a specified value 6. This model allows one correlation, o,

within domains ab and b and a different correlation, &,
across domains.

Given that E(yjkIUabj)=ﬂab and V(yjkluabj):

c2(l-p)+o?p=0?, one can view a data value yj in

Ug,, as being generated from the model vy, = ug, +& -
Hence, one only needs to create the dataset for domain U 4 to
complete frame A. The steps involved first determining N,
from 75, 7p, Ng and Ng using Np =N, +N, and
Nao/Ng=@-yp)/Q-7,) Then, the  dataset
{yk.k=1..,N, | was generated for U, from the model
Yk = Mg +€&y, Where pu, was specified and

£ ~iid N[0, o).

In addition, a dataset {E,:keU} of a 0-1 variable
determined from y, as E, = Iy, > Eq]was specified for a
constant Eg . This was created as a variable to measure
incidence by the NIS endangerment standard.

6.2 Sampling, Weighting, and Summary Statistics

Sampling involved drawing simple random samples of np

units from frame A by specifying a constant sampling
fraction f, . The samples of ng units from frame B was

selected in two-stages using simple random sampling at both
stages. In the first stage, mg clusters were selected out of a

total of M clusters and then ng sample units were selected

within each sampled cluster whereng = Ng fg / mg(i.e., the

clusters have equal sample sizes but unequal selection
probabilities per cluster). The design sampling weights were:
WAk:NA/nA and WBkZ(M/m)X(Nj/no) for

k € j cluster.

Sampling weights were constructed for five estimation
methods. The sampling weights for the PML method were
computed using equations (2a) and (2b) with the following
adaptation to the NIS situation. The NIS design is one
where N is known, Ng and Npg are unknown. The
sample S, is a self-weighting sample and the sample Sgis a
complex non-self-weighting sample. To simulate this design,
equation 2(a) used Wp =(Na/Np )*wAk , the ratio-

adjusted weight post-stratified to the known population total.
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The sample size ng infig,, p, q, r and N p, Was

replace by nE the effective sample size where

ng =ng / deffg . Following Lohr and Rao (2006), the design
effect deffgwas set to the average design effects of the two

"

domain sizes N, and N = Ng —NZ, coming from frame
B. This study assumed a design effect deffg = 2.0.

The sampling weights for the SF; method used equation (4)
and those for SF, method used equation (6). Note that these

classic SF methods are not applicable in the NIS because
members in frame B are selected with unequal probabilities.
They are included in the simulation for comparative
purposes. The sampling weights for SF3 the pseudo single-
frame method used equation (8), and the weights for SF,the

modified SF method for the NIS used equation (10). For all
these four SF related methods, the sampling weights were
again ratio adjusted to the known population total for frame
A

Sampling and weighting were repeated for R =10,000 times.
For each dataset S(r) say, at the rth selection (or iteration),
an estimate of the total Y =Y, y, was

Y (r) = Es(ry @k (N

where oy (r) denotes the sampling weight for the unit k in
the sample. When estimating the domain total for D cU
say, S(r) can be replaced by S(r)nD in the summation

above. The percent relative bias (RelBias) of the estimator Y
is computed as follows:

Y-y o,

Re IBias(%) - 100, where Y = R’lzﬁzl\f(r).

The empirical mean squared error (EMSE) and its Monte
Carlo standard error were computed as

EMSE =%z$=1[\?(r)—\(]2 and
1 R/ A -
s(EMSE)= \/m El(Z(r)—Z), where

20=Fm-vf and Z=3,Z2(n/R.

6.3 Simulation Parameters and Results

The simulation parameters were selected based on the
experience in one large PSU in the NIS. The relative sizes for
U, and U, were set at y;=N;/N=0.32

and yp =N, /N =0.44 . The parameters for frame B were
71 =50, 7, =50, @3 =14.13, a, =7.707, V() =0.1%,
E(rpj) =0.647, and M =20 clusters. For each cluster j ,
Y jk was generated using r, =11.3, ugy =112, py, =10.7,
o=1 p=01 and 5=05 The parameter for

endangerment standard was E, =-0.3, an average proportion
of 0.473 endangerment children in the survey universe.

Table 1 shows the finite population size N, population total
Y , and total endangerment children E by estimation
domains. Samples were selected from the finite populations
using the sampling fractions fa=np/N, =0.022,
fg =ng /Ng =0.011 and mpg =10. The sample size
realized over the 10,000 iterations ranged between 1,498 and
1,512 observations. Table 2 shows the minimum, maximum,
and median sample sizes for each sample segment over the
10,000 iterations.

Using the samples from one simulation cycle, table 3 shows
the sample size and estimates of the population size for each
of the five estimation methods by domain. The Kish design

effect factor was computed as 1+ cvf\,. The NIS-3 method

and the pseudo SF method are similar in that a weight of 1 or
0 for observations in domain S3 and S, makes no real
difference as compared with large weights otherwise.
However, the cases preserved by the NIS method would have
an impact when their conditional weights within PSUs are
multiplied by the PSU selection probability.

For estimates on population size ( N ), table 4 shows the
percent relative bias (RelBias), empirical mean square error
(EMSE) and their standard errors S(EMSE) for each of the
five estimation methods. Tables 5 and 6 show the same
statistics for estimates of a population total (\f) and for a
subpopulation total on the number of maltreated children by

endangerment standard (E ). While the PML method is best

for Nand Y , the SF methods performed equally well for E,
the maltreatment standard measurement.
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Table 1. True population size (N), population total (Y) and subpopulation total (E-endangerment)
Domains Frames
Estimates a ab b A B U
Population Size N 25,446 17,382 34,623 42,828 52,005 77,451
(percent) (32.9) (22.4) (44.7) (55.3) (67.1) (100.0)
Population Total Y 287,539 192,284 365,920 479,823 558,204 845,743
(mean) (11.3) (11.1) (10.6) (11.2) (10.7) (10.9)
Subpopulation Size E 15,838 9,144 11,662 24,982 20,806 36,644
(mean) (0.622) (0.526) (0.337) (0.583) (0.400) (0.473)
Table 2. Sample size over 10,000 iterations (minimum, maximum and median)
Estimation domains
Distribution Sy S2 S3 Sy Ss
Minimum 505 321 0 122 311
Maximum 616 435 14 253 446
Median 559 378 4 187 379
(%) (37.1) (25.1) (0.3) (12.4) (25.2)
Table 3. Population size (sum of weights) and Kish’s design effect factor for samples in one simulation cycle
Domains
Sl 52 83 S4 85 Kish’s Factor
Estimation method | (M =567) | (np=372) | (n3=3) | (n4=212) | (n5=355) Total L”C"vzv)
PML * 25,457 13,385 166 3,820 32,101 74,929 1.25
SFy 25,348 11,101 180 6,199 30,761 73,589 1.22
Sk, 25,325 11,172 91 6,240 30,761 73,589 1.22
SF3 --Pseudo SF 25,779 16,913 136 0 30,761 73,589 1.29
SF4 --Modified SF 25,731 16,882 3 212 30,761 73,589 1.30
* Effective sample size in frame B was computed assuming a design effect=2.0.
Table 4. RelBias, EMSE, and S(EMSE) for population size estimates (N)
. 6 6
RelBias (%) EMSE {l0° ] SEMSE) (10°)
Estimation method u A b U A b U A b
PML * -0.02 0.00 -0.05 2.52 0.00 2.52 0.03 0.00 0.03
Sk -0.04 0.00 -0.09 343 0.00 3.43 0.05 0.00 0.05
Sk, -0.04 0.00 -0.09 3.43 0.00 3.43 0.05 0.00 0.05
SF3 --Pseudo SF -0.04 0.00 -0.09 3.43 0.00 3.43 0.05 0.00 0.05
SF4--Modified SF | .0.04 0.00 -0.09 3.43 0.00 3.43 0.05 0.00 0.05

* Effective sample size in frame B was computed assuming a design effect=2.0.
Domains: U = union of the two frames, A =frame A, and b = only frame B .
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Table 5. RelBias, EMSE, and S(EMSE) for population total estimates (\f)
RelBias (%) EMSE (10°) SEMSE) (10°)
Estimation Method ] A b U A b U A b
PML * -0.02 0.01 -0.04 267.30 1.70 266.33 3.66 0.02 3.65
Sk -0.04 0.01 -0.09 352.37 1.74 352.10 4.95 0.02 4.94
Sk, -0.04 0.01 -0.09 352.36 1.73 352.10 4.95 0.02 4.94
SF3 --Pseudo SF -0.04 0.01 -0.09 353.31 | 1.85 352.10 4.97 0.03 4.94
SF4--Modified SF | 004 0.01 -0.09 | 35327 | 185 352.10 4.97 0.03 4.94
* Effective sample size in frame B was computed assuming a design effect=2.0.
Domains: U = union of the two frames, A = frame A, and b = only frame B
Table 6. RelBias, EMSE, and S(EMSE) for subpopulation total estimates on endangerment standards (E)
RelBias (%) EMSE (10°) S(EMSE) [10°)
Estimation Method U A b U A b U A b
PML * 0.04 0.03 0.05 2.33 0.41 1.82 0.03 0.01 0.03
Sky 0.00 0.03 -0.06 2.29 0.41 1.72 0.03 0.01 0.02
Sk, 0.00 0.03 -0.06 2.29 0.41 1.72 0.03 0.01 0.02
SF3--Pseudo SF 0.00 0.03 -0.06 2.20 0.45 1.72 0.03 0.01 0.02
SF4--Modified SF | 00 0.03 -0.06 2.20 0.45 1.72 0.03 0.01 0.02

* Effective sample size in frame B was computed assuming a design effect=2.0.
Domains: U = union of the two frames, A = frame A, and b = only frame B

7. Discussion

This paper compared five estimation options in a dual-frame
survey where frame A used a simple random sampling design
and frame B used a complex sample design. The classic
single frame (SF) estimation methods cannot apply to the
NIS because for members in frame A their selection
probability in frame B is unknown. The NIS-3 has developed
a modified single frame method to accommodate this
situation and this method compared favorably against the
PML method and the classic SF method in initial simulation
evaluations.

The modified SF method for NIS has the advantage that it is
unbiased, practical, and relatively easy to implement. Further
simulation evaluations are needed to test the outcomes when
there are (1) misclassification of domain membership in
segments S, and Sg (Clark et al., 2007), (2) larger sample

overlaps in segment S3, and (3) different design effects for
variables in frame B.
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