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Abstract data servers that allow users to request summaries and analyses
_ _ o ~_ data, but do not actually provide unit-level data to users. In such an
Government agencies must simultaneously maintain confidentialyrangement the requests for data summaries are monitored, possibl
ity of individual records and disseminate useful microdata. Wep an automated fashion, to prevent disclosure of sensitive informa-
study options for creating full synthetic data files for public releasetion. A third option is to perturb or aggregate information on sensi-
Specifically, we study combining quantile regression, hot deck impUgye variables so that individual confidentiality is not compromised.
tation, and additional confidentiality-preserving methods to produceeyerg| techniques studied and implemented are based on prepa
releasable, usable data. The result of the implementation of ourideﬁ&ﬁ‘J aggregated tabular data, identifying sensitive cells, perturbing
is a releasable data set containing original values for a few key varine original microdata in specific ways to address the disclosure risk,
ables, synthetic values for several variables, and perturbed values fgfy recomputing the aggregated tabular data. Other procedures fo
remaining variables. The procedure should simulataneously providgpes involve further aggregation of tabular cells, especially cells
quality data to the user and protect the confidentiality of the respoRgith small counts, or blanking out enough cells in a table, but releas-
dents. In this paper we describe quantile regression, hot deck ifhg margins and the other non-sensitive cell counts, so that disclosure
putation, and rank swapping and present results from an applicatigpy is sufficiently small. A fourth option consists of methods for per-
of generating synthetic values using quantile regression for veterafgrping the microdata before release. These techniques include nois
data in the American Community Survey at the U.S. Census Bureayqdition and data swapping or rank swapping. Noise addition sim-

KEY WORDS: Hot deck imputation; quantile regression; rank swapply adds random errors generated from a distribution (parametric or

ping; statistical disclosure limitation; synthetic data. empirical) to the observed values before release. Data swapping ran
. domly switches values on some variables for some records. Rank
1. Introduction swapping is data swapping for quantitative or multi-valued ordinal

. . . , variables with some control for the degree of alteration in the records
Federal statistical agencies exist in the United States and other COUfi=t is allowed. The issue of confidentiality protection is also re-

tries to '”f°"'_‘ the_ public on matters_ that affect the welfare Of_th_eferred to in the literature as disclosure control, disclosure prevention
people, both individually and collectively. Each of over 70 statisti- r avoidance, and inference control. Publications on the topic in-

cal agencies in the United States was founded in response to spec \Gide Willenborg and de Waal (1996, 2001) Domingo-Ferrer (1999,

geeds for daéa ?bgut (I:ritical greaﬁlir;] public pgligy (Euncaﬂ, et al 02), Domingo-Ferrer and Franconi (2006), Domingo-Ferrer and
001). How do federal agencies fill these needs? They collect a rra (2004), and Doyle et al. (2001), a special issue oflthe-

disseminate quality data and information to users such as pOIIC3(1'a| of Official Statistic{1998), and several technical reports at the

makers and researchers. There are several challenges faced by\gRional institute of Statistical Sciences (NISS)

agency to collect quality data; these topics are not covered in this pa- o ) . ) )
per. Here we focus on the challenges associated with disseminatifd€ approach pursued in this paper is to simulate data for variables in
quality data once the data have been collected. a data set to produce synthetic microdata. A synthetic microdata datz

, . . . setis comprised of values that are simulated, hence artificial, but sim-
From a user’'s perspective, an ideal data product might be the a

ffar in important ways to the original unit-level data. The similarities
tual data collected by the agency, perhaps cleaned, audited, or w P y g

N | filledain. H ; bound by leqal ght not be at the level of individual units. Rather, the similarities
MISSING values filled-in. HOWever, agencies are bound by lega angetween the simulated and the original data sets should be apparer
internal obligations to protect the identities of individuals and or-

izt ; hom th lect dat King it | bl f in marginal and conditional distributions of the values in the data.
ganizations rom w om, €y cofiect data, maxing It IMpossIbie 107g;  ation could be accomplished in numerous ways and involve
them to provide the user’s ideal. This challenge is reflected by ma

ies in thei blished missi d poli at s Th Various degrees of modeling assumptions. Rubin (1993) originally
denmestln. FI:j pu 'T. ('atl ”:'Sts'gn ar: tpo ICy statements. e?)‘?oposed creating a full artificial set of data for public release to sat-
ocuments include explicitly stated goals to isfy confidentiality constraints. Reiter (2002, 2003, 2005), Abowd

- collect and disseminate qua”ty information (data)nd and Woodcock (2004), Raghunathan, Reiter and Rubin (2003), Little
. S and Liu (2002, 2003) have considered methods for implementing the
- uphold privacy and protect confidentiality. proposal to create such artificial data sets, applications of some meth

In the field of statistical disclosure limitation (SDL), addressing thes@JS ar€ presented in Kinney and Reiter (2007) and Hawala (2003).

competing goals is explored. One option is to restrict access to data

through licensing agreements that specify severe penalties for inae propose an approach to SDL that combines traditional (perturb-
propriate use of data and security protocols to prevent unintendedg data using hot deck imputation and rank swapping) and mod-
access and use. A second restriction option is to use remote accesa approaches (creating synthetic data using conditional quantile
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regression models). We create a releasable data set containing onige describe quantile regression as a general estimation procedure
inal values for a few key variables, synthetic values for several variln Section 2.1.2 we describe the details of using quantile regression
ables, and perturbed values for remaining variables. The procedur@ simulate data values. The use of the simulation procedure to cre-
should produce data that has high utility for inferential purposes andte synthetic data for statistical disclosure limitation is outlined in
low disclosure risk. Section 2.1.3.

In this paper we describe guantile regression, hot deck imputatio2.1.1 Quantile Regression

and rank swapping in detail and present results from an applicatiof 5 il regression is explored and described in Koenker (2005),
of genera_ting synthe_tic values usin_g guantile regression for data ¥bssett and Koenker (1978), and Koenker and Hallock (2001),
veterans in the American Community Survey atthe U.S. Census Buyyong articles by these authors. These, and additional papers by
reau. The proposed synthetic data method is described in Sectigny, 5 thors, offer technical details and examples to illustrate quan-
2. An application of simulating data using conditional quantile "ile regression. Here, we summarize quantile regression as a genere
gression models is presented_ in S_ection _3. Some conclusions aQQtimation procedure. Consider random variabiléo have right-
planned future work are described in Section 4. continuous distribution functiody (y) = P(Y < y). Use the
distribution function to denote the’" quantile of Y asFy (1) =
inf{y : Fy(y) > 7}. Express the*" quantile ofY’, conditional on

As the economy becomes more complex, and interactions amorjedictor variablest, using a linear functiog(z, 5,) = =* 3, and
household, businesses, governments become more entangled, m@@ression equatio@, (7|z) = &(x, 3;) + F~'(r), where F~!(7)
detailed data is required for researchers to attempt to develop a f@re independent and identically distributed (iid) errors. The coeffi-
understanding of the economy and society (Doyle et al. 2001). \Weientsj3, can be estimated by minimizing p- (y; — (x4, 8-)) over
propose using quantile regression models to provide an accuraggoices of3;.

model for variables that have complex marginal and conditional disthe functionp, is called thetilted absolute value functioand has
tributions such as those found in large data sets collected and maigtre formp, (y; — £ (2, 8,)) = (yi — & (4, BN (T =Ty, —e(21..)<0));

tained by government statistical agencies and to simulate values frqmqerej[yﬁg(mi 5.)<q] is an indicator function with a value of 1 if
these models. Further, we propose to implement hot deck imputatigp _ (i, Br) ‘<0 and 0 otherwise. The minimization problem
and random rank swapping to fill-in values for other variables. Thi%inﬁfew S pr(yi — &(x, 3,)) can be solved by reformulating it
combination of methods can be used to produce a synthetic data $&{o the linear programming problem

containing many variables for release. In principle, either simula-

tions or a series of hot-deck imputations with rank swapping could min{t1 u 4+ (1 — 7)1 0[1,£(x, B;) +u — v =y},

be used to generate a large synthetic data set. The use of both corre- o i , .
sponds to our involvement in applications for which there are a feW/"ere{u:, vi} are artificial variables corresponding to the positive
key variables (modeled using quantile regression) and many oth@f‘d negative parts of the vector of residuals; I y; — (x4, 47) <

variables (imputed using a hot deck procedure) related to each othdr.tNenu: = [eil andv; = 0} if e; > 0, thenu; = 0 andv; = ;.

Details on the proposed method are described in the following thregStimation using this formulation can be performed in R using the
sections. rg function in thequantregpackage (Koenker 2005).

2. Proposed Synthetic Data Method

2.1 Quantile Regression 2.1.2 Simulation From Quantile Regression Models

In this section, we describe simulating values of random varigble
at a particular quantile of its distribution. We can characterize the
egiistribution of Y with respect toX using a linear mode§ (X, 53,)

for quantiler € (0,1). We obtain estimates fg#, using the meth-

Quantile regression uses a function of predictirto model the dis-
tribution of random variablé@” as at distinct quantiles in its distribu-
tion. Quantile regression can provide insight beyond what is learn

in least squares regression if the relationship betwiéemd X dif- , i , )
ods described in Section 2.1.1 and use them to compute predictec

fers depending on the portion of the distributionofbeing exam- | f tha-th e oft” i h | oK i h d
ined. For example, the effects describing the relationship between if&ues of the™ quantile ofy” given the values oX In each record.
or example, ifr = 0.5, we estimate’._ 5 in the quantile regres-

come and age may differ depending on whether the individuals ha\Fe i 7 A
high income or low income. If this is the case, performing quantile>°" Mode! to simulaté’. The resulting values are denoted s,

regression at various quantiles can provide a better understandif‘l'%e pred|c't|'ons|01Y at the0.5 quantile, or de|an, of its distribu-
of the relationship between age and income than mean regressiBgn: conditional on predictorx’. Predicted values can be computed
might. As is often the case in large databases representing a Wigér each record, resulting in a set of values around the (conditional)

range of respondents, variables such as age and wages have ske\m@cﬁj'an ofY.

and non-standard distributions whose relationships to other variabl&uppose now thdt” and X represent the variables income and age,
do indeed vary depending on where one looks in the distribution. Inespectively, and that the relationship between income and age dif-
order to fully represent these (conditional) relationships, one can pefers depending on whether individuals have high or low income. We
form quantile regression at a set of quantiles in the interval [0, 1]. Ithoose to model income (or some transformation of it) as a linear
order to create synthetic or artificial data that mimic these complefunction ofage at ther = 0.05 and~ = 0.95 quantiles in order to
relationships, one can use the resulting quantile regression model esxamine the low and the high levels of income with respect to age.
timates to simulate values conditional on predictors. In Section 2.1.XVe obtain regression estimatészo,og, andBTzo,% which are then
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used to compute predicted values of income at both quantiles. The the data set. Note that the regression coefficients depend on bott
result is two predicted values of incomg,—q.05 andi,—o.95, per  the chosen and the predictor variables in the model. A different
record. Imagine extending this example to obtain predicted values a} is chosen for each sensitive variable= 1,2,...,s and each
several quantiles for each record. Or, randomly selecting quantilegcord. Consider a single record. We randomly setedrom a

for which to generate predicted values. (There are limitations to th&ni form(0, 1) distribution. Using the regression estimates at quan-
number of quantiles that make sense to estimate regression equatiditess = = 7; we compute the predicted valdé,rj, conditional on

for. For example, with fifty data points it would hardly make sense taX values in that record. Suppose we do this for each ofsthe
select more that fifty quantiles; see Koenker (2005) for a discussiosensitive variables in the record. The result is one predicted value
of nonuniqueness.) We propose using randomly selected quantilés each sensitive variable at its distinct randomly selected quantile,
to perform SDL in confidential data sets. Vire, Yoz, Yore.

2.1.3 Quantile Regression Simulation for SDL This process is repeated for each record in the data set to obtain syn

The motivation for this work is a consideration of the challengesthet'c values for each sensitive variable in every record. By generat-

faced by statistical agencies to simultaneously disseminate quali{?/g the synthetic values in this way, we
data and protect confidentiality. In this section we describe the pro- - maintain the distributions of each variable both marginally and
posed method to address both challenges using quantile regression conditionally with respect to the predictors in the quantile re-

predictions for variables in a data set. Suppose varidbban be re- gression modelsand
leased to the public without concern about confidentiality, but that
variablesYy, Ys, ..., Y, are sensitive. Quantile regression, as de- - create synthetic values on records, reducing the risk of identifi-

scribed in Sections 2.1.1 and 2.1.2, can be used to generate synthetic Cation and protecting the confidentiality of respondents.

values according to the conditional distributions 2.2 Hot Deck Imputation

?g v Typically, hot deck imputation is used to handle missing-data prob-
2oL lems in data sets with several variables. An inventory of various

_Y?"X’ MERE methods is presented in Little and Rubin (2002); we present a sum-

: mary here. Broadly, two approaches are taken to impute values:
Y| X, Y1,Ys, .., Y1, explicit and implicit modeling. Explicit approaches include mean
modeling, regression modeling, and stochastic regression modeling
That is, given values for variabl&, one can randomly generate methods. Implicit approaches include hot deck, substitution, and
guantiles for each record, compute the quantile regressiary of cold deck imputation methods. It is also common to consider a
on X at the chosen quantiles, and prediGt based on the esti- combination of these methods to approach missing-data problems
mated quantile regression function. Given values for varialles We focus on hot deck imputation because it is a flexible imputation
andY7, one can randomly generate a second set of quantiles for eaohethodology that imputes actual values observed in the data set.

record, compute the quantile regressiontgfon X andY; atthe ot geck imputation is a method in which individual values from
chosen quantiles, and prediet based on the estimated quantile ., mnjete records (donors) are drawn to fill in missing values of in-

regression function. This procedure continues through the predi%bmplete records where the complete and incomplete records are

tion/simulation for variablé’s. similar with respect to some variables with recorded values in both.
A simplification could occur if not alt” values are needed in later For each incomplete record, potential donors can be identified basec
predictions. For examplé/z| X, Y> might be a sufficient model to on their similarity. Picking the donor from the set of potential donors
predictYs. Such simplifications would correspond to assumptionds done using a selection procedure. The value of the missing vari-
about conditional independence between sets of variables. In oth@ble is imputed to the incomplete record from the selected donor.
cases, it might be quite difficult to fit large models to predict a vari-The termhot deckliterally refers to computer cards that match on
ableY; using all previoug” variables and¥, especially in small to some characteristic in the complete and incomplete records due tc
moderate size data sets with many variables. General consideratidhe fact that the cards are sorted according to the characteristic (Lit-
for statistical modeling and prediction will need to be consideredle and Rubin 2002). In early applications at the U.S. Census, cards
when variables are selected for prediction. Note also that the seorresponded to households and were sorted by sequential addres
quential procedure above is designed to be expedient. An alternatilisting. Donors were determined according to this address order and
would be to build a full model for the joint distribution of all vari- a few other matching variables. The nearest eligible donor was se-
ables and simultaneously generate a vector of values faf aliri-  lected. In Section 2.2.1 we list several options for implementing hot
ables. In most large-scale surveys this will be prohibitively difficult.deck imputation. In Section 2.2.2 we consider using hot deck impu-
Future extensions could examine intermediate options between tit@tion for SDL.

sequential procedure adopted here and something closer to sampling

from the full joint distribution.

For each sensitive variablg; we run through the procedure de-
scribed in 2.1.1 and 2.1.2 to generate synthetic values for each record
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2.2.1 Hot Deck Options complete records, in order to implement SDL in confidential data

A hot deck imputation procedure involves identifying potential sets. Other versions of hot deck imputation could similarly be used
b np . 9p for disclosure limitation and could be examined in future work.
donors from which to impute values to incomplete records and se-

lecting the donor record using one of several selection procedured.2.2 Hot Deck for SDL

In Little and Rubin (2002), the authors present several approach&$ implement hot deck imputation for SDL, we consider the original
to determine which records match: exact matching with respect tgata as the set of complete records (potential donors). No original
some key fields, matching based on calipers (or ranges) of observgstords have missing values. The synthetic data (generated using
covariates, sequential matching ordered by covariates, and matchiggantile regression) are the set of incomplete records. All synthetic
based on distance to nearest neighbors. Exact matching occurs whegords have missing values for variables that are neither the set o
the potential donors have exactly the same values of the key vaariables that can be released to the pubtig (or the synthetic vari-
ables as the unit with missing values on other variables. In manypies (the first few” variables), but those remaining variables that
cases there will not be exact matches in a data set that containggnnot be released to the public without some type of SDL. We fill
Iarge collection of variables or variables with many distinct ValueSin the missing values on incomp|ete records using hot deck impu_
such as quantitative variables or multi-valued discrete variables sughtion via nearest neighbor matching within categories (defined by
as county or race. Matching within calipers or ranges often is necegeleasable variables), using the Mahalanobis distance as the met-
sary for finding matches and accomplishes the goal of making donofg; to measure closeness. Mahalanobis distance is used to compar
and recipients very similar. For example, age is often matched withighe original and synthetic values within records with exactly match-
arange of ages. Sequential methods require exact matches on sofe categories. In the formulation of Mahalanobis distance in Sec-
variables and then attempt to match as closely as possible on othejign 2.2.1, the original data values, or complete records, arey;the
For example, one could require matching on sex, county, and broaghd the synthetic data values, or incomplete records argtHEhe

age ranges. Within this set of initially acceptable matches, addition@lstimateds,,, andd(i, j) are computed within categories of the re-
matching requirements could be specified. If an exact match for ajbasaple variables.

requirements is not possible, then matching criteria can be remov

or relaxed one at a time until acceptable matches are found. el% use hot deck imputation for SDL, we implement the procedure

in two stages. First, we match on one variable to determine a set of
In nearest neighbor matching, a metric is defined to measure thgose original records. Second, we match on two or more variables
distance between respondents in the data set, usually based among that set to determine the closest record to be declared a matct
some covariate values. Values to impute are chosen from thEhe result is the data set containing all of the original data that cannot
respondents’ records closest to the respondent with the missing released and a second data set containing the original releasabl
value. Possible metrics include maximum deviation, predictivevariables, several synthetic variables, and several variables with im-
mean, and Mahalanobis distance. Mahalanobis distani{g,i§) =  puted values. This choice of procedures reflects the large size of oul

(yi — yj)TSZ;yl (y: — ;), wherey; are values for variablE in the intended applications (tax records for an entire state or a large sur-

complete records (potential donors) ayydare values in the incom- vey fo_r the U. S. Census). The initial cat_egorization and first stage
plete records.S, , is the estimated variance af, or the variance- matching greatly reduce the number of distances that must be com:
covariance matrix of variables i if matching is done on more than puted for each record.

one variable. For each incomplete recgrdecord: with the small-  To further decrease disclosure risk in our application, we go one step
estd(i, j) is declared a match (the donor). The value of the variabldurther and perturb the hotdeck imputed values by performing ran-

missing from incomplete recorglis imputed from complete donor dom rank swapping on the imputed values. This would not be nec-
record: (original data). essary in some applications, but is contemplated here as further pro:
. . . ) . tection for extremely sensitive databases. A general description of
Near_est neighbor matching can be Co”?b'”ed with o_ther match|_n'gink swapping, or data swapping, is presented in Section 2.3.
requirements. For example, nearest neighbor matching can be im-
plemented on various quantitative variables among record residinys Was mentioned previously, one could contemplate simply using
in the same county and having the same gender or marital statiot deck methods sequentially on variables (or on a set of variables)
The distance metric alternatively could be used to define a 'neighbofN€ at a time in order to generate synthetic data. Due to particu-
hood’ of potential donors around the intended recipient. One coultr interest in some variables in our applications and their extreme
choose the closes¥/ (say, M = 5) potential donors to define the sensitivity, we initially generate values of some variables from the

neighborhood, or one could specify a distance threshold such that &ggression quantile models, and then apply hot deck imputation for
potential donors within the specified distance comprise the neighbofémaining variables.

hood of the intended recipient. Instead of picking the closest recorgl. 3 Rank Swapping

to donate values, some schemes call for randomly picking a don
from among the potential donors in the neighborhood.

%ata swapping is a procedure in which values from individual
records are exchanged. It has been used as an SDL technique for bot
In Section 2.2.2 we discuss the use of hot deck imputation via neatabular data and microdata. The basic idea is that if a user looking
est neighbor matching within categories, using the Mahalanobis dist the released data set cannot know for sure which records are per
tance as the metric to measure closeness between complete andtirbed through swapping and which are in their original form, then
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the user cannot make a sure identification of individuals in the dateandomly draw rank* from a discretd/ni form(r — §,r + 9) dis-

file. Rank swapping is a version of data swapping useful for quartribution, and impute the value from the record in the original data
titative variables or ordinal variables with many levels that seeks tget with sample rank*. The value o# would be determined based
improve the preservation of conditional relationships between varien the size of the data set and the amount of confidentiality protec-
ables in the released data set while still protecting confidentiality ofion we wish to impose. Future work will study sensitivity to the
respondents. Rank swapping swaps values that are close in rankdiooice ofs. The resulting data set for release has several variables
one another. Using ranks avoids assumptions about distributionalith synthetic values (generated using quantile regression) and sev
forms for variables. References include Dalenius and Reiss (1982)ral variables with imputed and perturbed values (obtained using hot
Moore (1996), Dandekar et al. (2002). Rank swapping for SDL igleck imputation and rank swapping procedures).

summarized in Section 2.3.1. In Section 3 we apply the proposed SDL methods to an American

2.3.1 Rank Swapping for SDL Community Survey data set and present some initial results and a

Data swapping involves exchanging values between records for orqléscussmn.
or more variables. For example, the recorded value of gender (f&. American Community Survey Application

male or male) could be exchanged between two randomly select%e U.S. Census Bureau collects and maintains data collected in sur

records. Sometimes the two randomly selected records would have . . . ) A
. veys. To achieve its goal of simultaneously disseminating informa-

the same gender and no effective change would take place. Other . . . -
10n while protecting confidentiality, the Census Bureau takes several

would produce actual changes. Categorical variables such as count . - :
or race and quantitative values such as age also could be swappec? proaches. Published statistics and summaries, tables, and subsar
ples with limited number of variables and geographic information

Sufficiently many variables and values need to be swapped so thate among them. Users who wish to compute other statistics and per
a user looking at the released data set cannot know for sure whidbrm their own analyses can apply for access to microdata through a
records are perturbed through swapping and which are in their orilResearch Data Center or at the site of the Census Bureau itself. The
inal form. Swapping takes place at some rate (the swap rate); th@ocess requires a proposal of research, oaths and contracts to prote
higher the swap rate, the more perturbed the data are. Since valugsfidentiality, and restriction to physical location where research

are swapped between records, but no values are omitted or changedn be performed if proposals are accepted and access is grantec
the marginal distribution of the variable being swapped remains unA/e suggest that the SDL methods described in this paper could be
changed. The conditional distribution of the variable being swappeiinplemented on a number of Census data sets to produce releasabl
and other variables, however, is affected by the swap rate and cordata to users, lessening the burden on users and on the Bureau itsel

plexity of the swapping procedure (Moore 1996). Rank swapping "Results from an application of generating synthetic values using

a limited version of data swapping that aims to limit the distortion of . . : . .
conditional relationships in the released data. guantile regression for veterans data in the American Community

Survey at the U.S. Census Bureau are presented. In Section 3.1 w
2.3.2 Rank Swapping with Hot Deck provide a description of the American Community Survey. In Sec-

We use rank swapping to further perturb imputed values obtained ubon 3.2.we describe the q‘.’"’?r!“'e regression mpdels used to generat
ing the hot deck imputation procedure described in Section 2.2. W%ynthenc data and some initial results. We discuss the results anc
propose this combination of SDL techniques to decrease disclosup@Me CONCemns in Section 3.3.

risk in a data set for release. This could be important in extremelg.1 The American Community Survey

sensitive databases. In summary, our procedure holds some variab]lense

. U.S. Census Bureau administers a decennial census to providk
as they are (such as county and gender). It then uses regression quan-

tile simulation to generate totally artificial values for some variablesDOpUIatlon counts consistent with a Constitutional mandate to ap-

conditional on those that are held constant. This is done sequentiaﬁ?rt'on seats in the House of Representatives. The long form that

so that some dependencies among variables are preserved. Then as historically accompanied the decennial census to collect data or

implement hot deck imputation for SDL as described in Section 2.2. e social, economic, hou3|_ng, and de_mographlc characteristics of
: L . i e population. With a growing population and increased needs for
using the Mahalanobis distance to determine the closest match in the . . e
. current and more frequent information about these characteristics,
real data set to an artificial data record based on the unchanged an . ) : :
. . . o . he American Community Survey (ACS) was designed. It is ad-
previously imputed variables. The remaining variables are temporar-

ily imputed based on the values of these variables for the neare"}InISteer yearly and will replace the long form starting in 2010,

neighbor. One option would be to simply use those imputed Value?ereby enabling the Census Bureau to provide pertinent and timely

together with the other values as a releasable data set. ata products every year about communities W'th larger popula’qons
and every 3 and 5 years about communities with smaller populations.

In order to avoid identification of a record through the release of acMore detailed information is available in the ACS Handbook and
tual information (the hot deck imputations insert actual data valueg document describing the design and implementation of the ACS
from a survey respondent into the data set), we propose to pertugiaww.census.gov/acs/iwwwy).

the data further through rank swapping applied to the hot deck im- .
putations. For the closest match in the original data, we compute i%‘z Application of SDL Method to ACS Veterans Data

sample ranky, for the variable to be imputed via hot deck. We thenWe apply the methods presented in Section 2.1 to ACS data on vet-
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erans. Specifically, we simulate synthetic values for age and wages
using conditional quantile regression models. The values of age and
wages in the data have distinct distributions for male and female re-

spondents, so we consider separate models for the two groups. Based = —
on discussions with members of the Statistical Research Division - r,.»"’f
at the Census Bureau, some variables are included in the models o | . 7
to maintain important conditional distributions. Others are included = A
based on empirical plots and correlations that indicate they will help o _f ug-‘"
to characterize the distributions of age and wages well. = = £of

= &
3.2.1 Models and Procedure for Simulation - g “JJ 7
We use a conditional model containing variables that reflect educa- 4 — AlLdsta
tion level (several)édug, current employment in the militaryr(il), o LS _ BLL synthetic
social security incomes§, and fertility (fer) for female respondents. et
Definez = {educ, mil, ss, férandxz = {educ, mil, s for female = 4 e M synthetic
and male respondents, respectively. The quantile regression model ' ' ' ' '
iS Quge(T|7) = Eage (T, Bage,r) + F~1(7), where,,. is a linear 20 40 60 80 100

function ofz and3,,. - andF () represents iid errors. age

Values of wages are simulated using a conditional model con-

taining age, commute timec¢m), race group race), retire-  Figure 1: Empirical cumulative distribution functions of age in orig-
ment income fgtire), social security income s§, and two inal and synthetic data. Simulated using quantile regression equatior
variables reflecting the amount of time spent at wowork). Qage(T]).

With = = {age, com, race, retire, ss, wgrkor both female and

male respondents, the regression modeldsyages(T|z) =

Ewages (T, Buwages,r) + F71(T), where&,q4e5 is a linear function , o ] . )
of 2 and Buqges.» and F~1(7) are iid errors. Two additional con- of age and_wa}ges_ in the o_r|g|nal and synthetic data in pIoFs of their
siderations are made for wages. A large number of records ha\%_np_lrlce_ll distributions in Flgures_land 2. We see that marginally, the
recorded wages of zero, so rather than including them in the e§listributions of age and |.wages in the data are fairly well preserved
timation procedure, we first perform logistic regression to predict’V'th the synthetic values, within female and male records as well as
whetherwages > 0 or wages = 0. In records with predicted wages across all records.

of 0 we consider the synthetic value to be 0 and proceed with estimafye examine the distributions of l.wages with respect to age, com-
ing the quantile regression models using only records predicted t@ute time commut and two variables reflecting the amount of
have positive wages. We also notice that many records contain vetiyne spent at workwork; andwork,. To do so, we compare regres-
large values for wages. We perform this modified log-transformatiosjon estimates, standard errors, dtfdvalues presented in Table 1.

to lessen the effect of the highest values in the estimation: We see that estimates are quite close. Standard errors for the syn
log(wages), wages # 0 thetic set are hig_her than for the origin_a! data and}ﬁﬂevglug in_
l.wages = 0, wages = 0. the synthetic set is lower than for the original data. The distributions

For both age and wages, we simulate values using the meth&ﬁ age ve}lues in the_ original and synthetic data with respect to Vet-
described in Section 2.1.3.  Specific methods are presenteecfan Period of Service (VPS) are also compared. We use box plots

here. First we fit the models for all quantiles in the set=
{0.001,0.01,0.02, ...,0.98,0.99, 0.999}. Next randomly select, .

and 7,45 for each record from &niform(0, 1) distribution. For Table 1:l.wages = f(age, work worky, commutesy) + €
age, usingé’ageﬁ at quantilesryge,, and 4., directly above and o )

below the randomly selected,,. from the setr, we compute pre- coefficient estimate s.e.(9)

dicted valuesj., . .,9-.,.,. Finally, we interpolate to obtain syn-  Original data _ Yage  0.0027°0.00036

thetic valuesj,,,. for each record. For wages, usimagem at Twork: 0.0304  0.00027

quantilesryage,c and Tyages,a, directly above and below the ran- ~ works 8832; 8888171
domly selected,,q4c5 from the setr, we compute predicted values Teommute ' '

2
Uriwages.cr Urwages.a- FiNAIlY, We interpolate to obtain synthetic values : AR 0.46
Urwaqes 107 €aCh record. Results are presented in Section 3.3. Synthetic data | Tage -0.00070.00033
ges Ywork, ~ 0.0289  0.00037
3.2.2 Initial Results Ywork,  0.0411 0.00036
Recall that the procedure was implemented separately on records for %ommué; 0.(())0\’303 0.00018

female and male respondents. We compare marginal distributions
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Figure 2: Empirical cumulative distribution functions of l.wages Figure 3: Box plots of age within VPS from original and synthetic
from original and synthetic data. Simulated using quantile regresdf?‘ta_- Generated using guantile regression across all records an
sion equatior; yages (7]2). within VPS categories.

bution of synthetic age is more like the distribution of values in the
Hata when values are simulated under these restrictions. The con
cerns about consistency of the synthetic data with published tables
3.3 Discussion could lead to more restrictions for simulations, potentially becoming

_ . Juite cumbersome to implement. Further investigation to determine
A practical concern the Census Bureau has about releasing synthqil/ﬁich consistencies are crucial should be considered
data is ensuring consistency within individual records. Consider age '

and Veteran Period of Service (VPS), for instance. An example Oﬁ{om the results presented in 3.2.1, our SDL method using regres-

one such inconsistency is a record cpntalnlng a synthetic value of JS|0n guantiles to simulate values shows promise to preserve impor-
for age, say, and a value corresponding to World War 1l for VPS. Wi

ine the distributi £ val f ithin VPS cat WSant characteristics in the data and simultaneously protect confiden-
examine the distributions ot vajues for age within ca egc’”esﬁality. Hot deck imputation with rank swapping will also be applied

Synt_hetic age va!ues rqrely fall outside the range of data V‘f"'“es' thV variables in the ACS veterans data to study the methods proposec
few inconsistencies exist. To ensure the resulting synthetic age V3l sections 2.2 and 2.3. In an application to individual income tax

ues fall Wltlhm thgtLa}ng\(/aPoSf valtues n the Qata£hwe conillder 9ENEI3ecords at the lowa Department of Revenue (IDR), we see similar
INg age values within categories using the quantlie regressigl), j ijq regression results as well as results from an application of

:Eetho_d_. T:\e %OX pI:)htst!n g|gture_ 3 S‘Ih?\’\éthe ranltiges of(;age Vgluiﬁ_ ot deck and rank swapping; this work is summarized in Huckett and
e original and synthetic data simulated over all records and wi '(Elarsen (2007) and Huckett (2006).

VPS categories. We examine synthetic age values that fall outside
of ranges in the data to determine if such inconsistencies are truly 4. Summary and Future Work
nonsensical or if they are plausible values. If they are plausible, then
it might be acceptable to allow them. Further investigation to thign this paper we have presented an option for creating full syn-
topic should be considered. thetic data files for public release from a government agency. We
study combining quantile regression, hot deck imputation, and addi-
Another concern is that the synthetic data be consistent with pultional confidentiality-preserving methods to produce releasable, us-
lished tables. If synthetic data do not produce consistent records able data. The result is a releasable data set containing original val-
counts, the validity of their data products may come under questiomies for a few key variables, synthetic values for several variables, anc
The Census Bureau receives frequent requests for tables of countgiarturbed values for remaining variables. We present results from an
categories defined by levels of VPS, race, and 10-year age intervalgplication of generating synthetic values using quantile regression
so we consider simulating values for age within these categoriefor veterans data in the American Community Survey at the U.S.
This ensures that the number of records in each category is the saf@ensus Bureau to show that the procedure provides quality data tc
in the original and synthetic data. In Figure 4, we see that the distrihe user. Further assessment of data utility should be considered. B

to illustrate this in Figure 3 in Section 3.4, where we discuss som
concerns about consistency of the synthetic data.
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