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Abstract

Latent class analysis (LCA) has been used to model mea-
surement error, to identify flawed survey questions, and
to compare mode effects. Using data from a survey
of University of Maryland alumni together with alumni
records we evaluate this technique to determine its ac-
curacy and effectiveness for detecting bad questions in
the survey context. Our results showed good qualitative
results for the latent class models – the items that the
model deemed the worst were the worst according to the
true scores – but weaker quantitative estimates of the
error rates for a given item.
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1 Introduction

The development, testing, and evaluation of questions in
surveys remains a qualitative endeavor that relies primar-
ily on such tools as expert reviews of the questions, focus
groups, and cognitive interviews (Presser et al., 2004).
Many have questioned the effectiveness of these methods
in identifying problem items (Conrad and Blair, 2004).
The tests that any survey item must ultimately pass in-
volve quantitative standards such as validity, reliability,
low error variance, and, for factual items at least, free-
dom from bias - all of them are well-established in the
psychometric and survey literatures. Unfortunately, the
tools used most often for developing and testing survey
questions yield information that is at best indirectly re-
lated to these quantitative criteria.

There are a couple of reasons for this disconnect be-
tween the qualitative data that are actually collected dur-
ing the development of the typical questionnaire and the
quantitative standards that are the ultimate goal. One
common design for measuring the validity and bias in re-
sponses to survey questions is to compare the answers to
some external measure, such as an administrative record,
for the item of interest (annual earnings, recent doctor
visits, children’s immunizations). If the external measure
is regarded as essentially error-free (that is, if it represents
a “gold standard” for the variable), the comparison be-
tween survey reports and external measures yields direct
estimates of the validity and bias in the survey reports.

In practice, there are problems with this common de-
sign. The most prominent ones are listed here: Collecting
such external data can be very costly; no gold standard

may exist at all for a variable; the gold standard may
exist but only for some specialized and possibly unrepre-
sentative subpopulation (such as the members of a single
health plan); the data may exist in principle but per-
mission to access them may be needed from the survey
respondents, from whoever maintains the external data,
or from both, producing high levels of nonresponse and
missing data; the data may exist and be accessible but
they may themselves be full of problems, such as missing
or incorrect data; finally even with accurate record data,
there may be problems in matching the records and the
reports, biasing the estimates of the error in the survey
reports. Thus, there is a real need for methods for as-
sessing the measurement characteristics of survey items
without collecting external validation data.

In recent years Latent Class Analysis (LCA) has be-
come an attractive choice for assessing error in the ab-
sence of a gold standard because it doesn’t rely on error-
free measures. Biemer and colleagues have demonstrated
how to apply LCA to identify flawed survey questions and
to uncover the root causes of their problems (Biemer and
Wiesen, 2002; Biemer, 2004b). For example, Biemer and
Wiesen (2002) examined three indicators used to classify
respondents regarding their marijuana use; the data were
from the 1994, 1995, and 1996 National Household Sur-
vey on Drug Abuse (NHSDA). In another application of
LCA to estimate error in survey items, Biemer (2004a)
examined the labor force question in the 1996 Current
Population Survey.

In LCA several measures are needed that can be
treated as fallible indicators of the unseen states of being
unemployment, using drugs etc. In a standard applica-
tion of LCA three binary indicator variables are needed
for a model with two latent classes to be just identified
(McCutcheon, 1987). In a survey setting, it can be dif-
ficult to obtain three measurements of the same variable
in a single questionnaire or a re-interview. However, in-
stead of using three-indicator variables, one can use a
covariate predicting latent class membership to inform
the model and therefore to obtain additional degrees of
freedom. One way to deal with this problem is adding
a grouping variable to establish identifiability (Hui and
Walter, 1980; Clogg and Goodman, 1984; Biemer and
Witt, 1996). Biemer (2004b) demonstrated the appli-
cation of LCA models where a grouping variable is used
together with re-interview data that are collected rou-
tinely in several federal surveys. The application of LCA
with only two observed indicators and a covariate relies
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on an assumption about the prevalence of class mem-
bership and error rates across the covariate groups (see
section 4.2 for details).

Given LCA’s reliance on assumptions to achieve iden-
tifiable models with only two indicators, one potential
danger with LCA is that these assumptions will be in-
valid. Analysis under invalid assumptions can produce
biased results and leads to unsound conclusions. Thus,
LCA models will never be widely accepted within the
survey research community unless researchers are confi-
dent that the LCA models give results that are consistent
with more traditional procedures for testing survey items.
For example, when two survey questions are compared to
a gold standard measure, the LCA estimates of the false
positive and false negative rates should be consistent with
direct estimates based on a comparison between the sur-
vey responses and the gold standard. Similarly, when
we administer two versions of a question but deliberately
implant problems in one version, the LCA results should
pick out the inferior version of the item.

Our paper aims to assess more systematically the po-
tential of latent class models for use in developing and
testing survey questions. We will apply LCA to evaluate
three survey items asking respondents about their past
academic difficulties; one of the three items was deliber-
ately designed to be a flawed question. The true values
for these items are based on the respondents’ academic
transcripts. With these data, we seek to answer some
specific questions about the application of LCA models
as a tool for evaluating survey questions:

1. Do latent class methods yield results that agree
with accepted procedures for assessing questionnaire
items? For example, when a gold standard is avail-
able, how well do the estimates from LCA models
agree with those from more traditional analyses of
item validity?

2. When the assumptions for the prevalence and error
rates in covariate groups are not met, will the results
of a two-indicator LCA still be valid? Under what
circumstances are LCA results robust over violations
of these assumptions?

2 Latent Class Analysis in the Context of
Question Evaluation

The standard latent class analysis measures one or more
unobserved (latent) categorical variables through a set
of observed indicator variables. The basic idea of LCA
is that the associations between the observed indicators
arise because the population is composed of latent classes,
and the distribution of the indicators vary across classes.
Within each of those mutually exclusive and exhaustive
groups (latent classes) the observed variables are unre-
lated. This ‘local independence’ (Lazarsfeld and Henry,
1968) assumption allows inferences about the latent class
variable.

For a set of binary indicator variables, the relationship
between the observed and the unobserved variables can
be described with logistic regression equations. In such
models, the probability for each observed item u (from a
set of J observed items) is the product of the probability
of being in class k of the latent class variable c and the
probability of the observed response (uj = 1), given class
membership, summed across all of the latent classes:

P (uj = 1) =
K∑

k=1

P (c = k)P (uj = 1|c = k)

Following the notation of Muthén (2001), the joint prob-
ability of all J observed variables (u1, u2, etc.) under the
assumption of conditional independence is

P (Ui = ui) =
K∑

k=1

γk

I∏

i=1

ρi|k.

LCA produces unconditional probabilities γk = P (c = k),
which represents the probability that respondents are as-
signed to each class of the latent variable. In a way,
the unconditional probabilities estimate the prevalence
of each class in the population (or the size of each la-
tent class). In addition, LCA also allows one to ob-
tain various probabilities conditional on class member-
ship. For example in a two class model the probability
of endorsing a binary item u1 conditioned on being in
class one will be estimated as ρ1|1 = P (u1 = 1|c = 1)
and the probability of not endorsing this particular item
as ρ2|1 = P (u1 = 2|c = 1); similarly for class two,
ρ1|2 = P (u1 = 1|c = 2) and ρ2|2 = P (u1 = 2|c = 2).
Two of the conditional probabilities represent the extent
of misclassifications produced by the survey questions;
they are the probability of a false positive response and
the probability of a false negative response for a ques-
tion item given membership in the latent class. These
are sometimes referred to collectively as the “error prob-
abilities”. A high false positive probability or a high false
negative probability usually signals that there is a prob-
lem with a particular survey question. Thus, LCA al-
lows comparisons of question sensitivity and specificity
to identify questions that best differentiate the classes.
Here the primary purpose of applying LCA to question-
naire pretesting is to identify flawed questions that elicit
unreliable or biased report; such problem questions are
identified via the estimated false positive and false nega-
tive probabilities.

In the application of Biemer and Wiesen (2002) three
indicators were used to classify respondents regarding
their marijuana use. One indicator was the response to
a question that asked about the length of time since the
respondent last used marijuana or hashish (the recency
question). The second indicator was the response to a
question that asked how frequently the respondent has
used marijuana or hashish in the past year (the frequency
question). The final indicator was a composite of several
questions on the drug answer sheet. An affirmative an-
swer to any of the questions from which the composite
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is derived was coded as a ‘yes’ on the final indicator.
Biemer and Wiesen (2002) report that the final indicator
was prone to be inconsistent with the other two measure-
ments of the use of marijuana in the past year in the 1994.
However, it is not clear whether the problem was due to
false positive errors in that indicator or false negative
errors in responses to the recency and frequency items.
The LCA estimates of the false positive and false negative
error rates for the three indicators unequivocally identi-
fied the problem as false positives in the answer sheet
composite (Biemer and Wiesen, 2002). In addition, LCA
results showed a larger false negative rate for the recency
question than for the set question. Combined with a more
traditional analysis, Biemer and Wiesen (2002) concluded
this was because infrequent users responded falsely to the
recency question but answered honestly to the frequency
question.

2.1 Hui-Walter model assumptions

Mathematically speaking, three binary indicator vari-
ables are needed for a model of two latent classes to be
just identified. However, in survey context, three mea-
surements aren’t easy to come by. When there are only
two indicators, one can impose assumptions on the pa-
rameters ρ to achieve identifiability. For instance, one
possible assumption restricts the false negative probabil-
ity to zero or sets the latent class sizes to be equal across
subgroups1. However, sometimes these assumptions are
either too stringent or theoretically implausible. Another
way to free up additional degrees of freedom is to use a
covariate gi = 1, 2, . . . , G predicting latent class member-
ship to inform the model. A grouping variable can be
added to establish identifiability if restrictions on γ or ρ
are imposed. Biemer and Witt (1996) refer to this as the
Hui-Walter model (Hui and Walter, 1980). The grouping
variable has to satisfy two assumptions.

1. The prevalence rates have to be different across the
levels of the grouping variable (the different preva-
lence assumption).

2. The false positive and false negative probabilities
have to be equal across levels of the grouping variable
(the equal error probabilities assumption).

One would, for example, assume different prevalence of
each labor force category (employed, unemployed) for
males and females P (c = 1|g = 1) 6= P (c = 1|g = 2),
but assume that males and females have the same proba-
bilities of endorsing the item given their true state (class
membership) ρ1|1,g=1 = ρ1|1,g=2.

Biemer (2004a) used the Hui-Walter model to estimate
errors in in the 1996 Current Population Survey (CPS)
labor force questions. Using data from the original sur-
vey and a reinterview, Biemer fit a LCA model without
constraining the error probabilities for the interview and

1For examples of various restrictive or equality assumptions, see
McCutcheon (1987)

reinterview to be identical, as is usually done in using
reinterview data. The estimated misclassification proba-
bilities showed a high misclassification rate for the unem-
ployed status; according to the results, about one third
of unemployed persons were misclassified in the CPS and
80% of the misclassified cases were incorrectly classified
as “not in labor force” (Biemer, 2004a). This finding
was consistent with both historical data on the reliability
of the CPS data and theoretical expectations suggesting
that the concept of unemployment is difficult for many
respondents (Biemer, 2004a,b).

3 Data

The data used for our study come from the Joint Pro-
gram in Survey Methodology (JPSM) Practicum class.
Each year JPSM carries out a survey designed largely by
the students. However the field work for these surveys
is done by a professional survey organization. In 2005,
the study was designed to examine the effects of data
collection mode on reports of sensitive questions. The
study incorporated a record check of some of the survey
items. To study the robustness of LCA when using the
Hui-Walter model, we embedded multiple measures in the
survey of an item that could be checked with the record
data.

3.1 Description of the data

The Alumni Survey has several important features that
we can exploit to test the effectiveness of the LCA in
identifying flawed survey questions.

First, a number of the items on the survey question-
naire can be verified against university records. Because
the University of Maryland Registrar’s records were used
to select the sample and because the item wording was
designed to fit the information on the student transcripts,
we are able to check responses to survey questions against
data at the Registrar’s office with minimal risk of match-
ing errors. The availability of both record data and self-
reports allow us to compare the LCA result to the more
traditional ‘gold-standard’ analysis (assuming the record
data to be error-free).

Second, the Alumni Survey included an experiment in
which respondents were randomly assigned to different
modes of data collection. Approximately one third of
the respondents completed the interview via computer-
assisted telephone interviewing (CATI). Another third
completed it via interactive voice response (IVR), in
which the computer played a recording of the questions
over the telephone and the respondents indicated their
answers by pressing the appropriate numbers on the tele-
phone keypad. A third group answered the questions via
the Internet. All three subgroups were initially contacted
by telephone and administered a brief set of screening
questions to verify that the interviewer had reached the
correct person. Cases were then randomly assigned to a
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Table 1: The Response Rate and the Number of Com-
pletes
Total Total Percent
Alumni eligible (number dialed) 7,567 100.0
Screener completion 1,501 19.8
Initially assigned 1,501 100.0
Started main questionnaire 1,094 72.9
Number of completes 1,003 66.8
Response Rate (AAPOR RR1) 66.8*19.8 13.3

mode of data collection2.

3.2 Survey design and data collection

The survey sample was drawn from the 55,320 individu-
als who received undergraduate degrees from the Univer-
sity of Maryland from 1989 to 2002, as reflected in the
records of the Office of the Registrar. The survey inter-
viewing was done by Schulman, Ronca, and Bucuvalas,
Inc., in August and early September 2005. The Regis-
trar’s records were used to select a random sample of
20,000 graduates, stratified by graduation year. Of these
20,000 graduates, 10,325 could be matched to Alumni
Association records containing telephone contact infor-
mation. After we dropped various ineligible numbers,
including those used in the pretest, 7,957 phone numbers
were fielded for the survey. Call attempts were made to
7,591 numbers. Twenty-four alumni were deceased so the
denominator for the response rate calculation was 7,567.
The alumni were initially contacted by telephone and ad-
ministered a brief set of screening questions about the
respondent’s personal and household characteristics, ac-
cess to the Internet, and affiliation with UMD. A total of
1,501 alumni completed the screener and were randomly
assigned to a mode of data collection; for 37 individuals
without access to the web, the random assignment was
restricted to CATI versus IVR . A total of 1,094 alumni
started the main questionnaire and 1,003 completed inter-
views were obtained. Taking into account the completion
of the screener and the completion of the main question-
naire, the AAPOR response rate 1 was 13.2% (see Table
1).

Approximately a third of the respondents (n=320)
completed the interview via computer-assisted telephone
interviewing (CATI). Another third (n=320) completed
via interactive voice response (IVR). The final third
(n=363) answered the questions via the Internet. We
restrict our analysis in this paper to the complete cases
in each mode.

3.3 Questionnaire and record data

The main questionnaire included 37 questions related to
educational topics, current relationships to the univer-

2For those without access to the web, the random assignment
was restricted to CATI or IVR. More design details can be found
in Kreuter et al. (2006).

Table 2: The Three Items Included in the Survey
12. Did you ever receive a grade of ‘D’ or ‘F’ for a class?

18a.Did you ever receive an unsatisfactory or failing grade?

18b.What was the worst grade you ever received in a course

as an undergraduate at the University of Maryland?

sity, community involvement, and a final set of questions
to capture perception of the sensitivity of some key ques-
tions asked during the interview. We focus here on the
subset of items for which we obtained record data from
the Registrar’s office or the Alumni Association. The
questionnaire included three items designed to tap essen-
tially the same information (Table 2). We deliberately
designed the second of the three questions (Q18a) to be
a vaguer version of the other two, hoping it would yield
higher overall error rates. Responses to the third item
were recoded according to whether the respondent re-
ported a D or an F as his or her worst grade.

4 Analyses and Results

Our analysis first compares the LCA estimates of the
false positive and false negative probabilities for the three
items with the estimates obtained by direct comparison
with the transcript data, to see whether latent class meth-
ods yield plausible results that agree with accepted pro-
cedures for assessing questionnaire items. Then, to eval-
uate the sensitivity of LCA methods that rely on the Hui-
Walter model, we performed a set of analyses that com-
pare estimates from four different two-item LCA models
that use different covariates to identify the model. We
selected four grouping variables as covariates in such a
way that one satisfied both assumptions about prevalence
and error rates, two violated one assumption but not the
other, and one violated both assumptions. The latent
class analyses were done with Mplus version 4.13. The
analyses are unweighted.

4.1 Agreement with accepted procedures

As a first step, we discuss the misclassification rates for
each of the survey items using a ‘gold standard’ – here
record data from academic transcripts. Subsequently, we
will estimate error rates for each of the survey items using
LCA. Those estimated error rates will then be compared
to the error rates resulting from the ‘gold standard’ anal-
ysis.

4.1.1 Misclassification rates from direct analysis with
academic transcripts

Of the 954 cases used in this analysis 60% had received
a “D” or “F” at some point during their undergraduate
career. Not all of these respondents reported receiving
such a grade in the survey. Table 3 presents the mis-
classification rates for the three items, obtained from the

3www.statmodel.com
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Table 3: Traditional Gold-Standard Analysis (Error rates
in %)
Question ID False Negative False Positive
Q12. 26.2 2.9
Q18a. 59.0 1.8
Q18b. 25.0 2.9

comparison of survey data and academic transcripts. Of
all the respondents who had a received at least one “D”
or “F” according to the Registrar’s data, 26% failed to
indicated this in respondse to this to question Q12 (see
Table 2). Those cases are referred to as false negatives.

False positives are cases reporting a “D” or “F” but
who didn’t actually receive one. To continue the example
with question Q12, of all respondents who did not receive
a “D” or “F” according to the record data roughly 3% did
report having got one. so. It is noticeable that all three
questions have much lower false positive rates than false
negative rates, evidence that the reports are distorted in
a socially desirable direction.

The magnitude of false positive rates are similar for
the three items, but Q18a has the highest false negative
rate among the three, suggesting that this question is
flawed and most prone to socially desirable responding.
Question Q18a was deliberately designed to be flawed.

4.1.2 LCA estimates of misclassification

We ran a three-indicator latent class model with two la-
tent classes. Using random starting values, the best log-
likelihood for this model was -1172.0 with 7 free param-
eters and a BIC value of 2392.1. A two-class model out-
performs a one-class model, which had a much lower log-
likelihood of -1856.2 and a BIC value of 3733.0. Both the
Lo-Mendel-Rubin Likelihood Ratio Test (Lo et al., 2001),
as well as the Bootstrapped Parametric Likelihood Ratio
Test (McLachlan and Peel, 2000; Nylund et al., 2006)
show a significantly better fit of a two-class model com-
pared to a one-class model.

The size of the latent classes based on the estimated
model are 55% for those who received a grade of “D”
or “F” in college (we labeled it “Failed”) and 45% for
those who did not receive a grade of “D” or “F” (the
label of this class is “Did Not Fail”). Part of the model
results are estimated probabilities of endorsing each of
the items given class membership. The probability of a
false positive response (falsely reporting “D” or “F”) and
a false negative response (not reporting “D” or “F”) are
estimated for each of the items. Table 4 shows low false
positive and false negative rates for all three indicators
with the exception of Q18a, where the false negative rate
is 45%.

Table 4: LCA Analysis (Error rates in %)
Question ID False Negative False Positive
Q12. 2.1 2.5
Q18a. 45.1 1.2
Q18b. 1.2 3.2

Table 5: LCA and True Score Comparison
Record Data (Trues Score)
Fail ¬ Fail Total

LCA: Fail 43.4% 1.1% 44.4%
LCA: ¬ Fail 16.7% 38.9% 55.6%
Total 60.1% 39.9% 100%

4.1.3 Comparing LCA Results to Gold-Standard Anal-
ysis

Figure 1 allows a direct comparison of the LCA results
with the gold-standard analysis. It indicates that the
LCA estimates of the false positive probabilities are quite
similar for all three items and also similar to those ob-
tained from the direct comparison to academic tran-
scripts. The LCA estimates of false negative probabilities
exhibits the same pattern as those from the direct anal-
ysis; Q18a shows the highest probability of false negative
responses, singling it out as a problematic item. Thus,
the latent class approach successfully identified Q18a as
the bad item, a conclusion consistent with our original
intention and with results from the direct analysis with
record data.

However, even though the latent class estimates of the
misclassification rates leads to the same qualitative con-
clusion (Q18a is a flawed item), the LCA estimates of
false negative probabilities are consistently smaller than
those from the gold-standard analysis. In addition, the
LCA estimates failed to reveal the large quantitative dif-
ferences between the false positive and false negative rates
for the other two items.

The latent class model also assigns individuals to la-
tent classes based on the modal class-membership prob-
abilities to produce unconditional class probabilities (or
prevalence rates of each class). We compared the LCA
assignment of respondents to classes to the true values
and display the results in Table 5. LCA correctly clas-
sified most of those who didn’t actually receive a grade
of “D” or “F”, but wrongly classified almost one third of
those who failed a course in college to the “Did Not Fail”
class. Table 5 shows that the LCA estimates might not
be effective at estimating the prevalence of students who
failed at least one course in college.

4.2 Examining Underlying Assumptions

When there are only two indicators, a two-class model
is under-identified. Hui-Walter assumptions are some-
times imposed on the parameters to achieve identifiabil-
ity. In order to test the robustness of the Hui-Walter
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Figure 1: False Positive and False Negative Rates for
LCA and True Score Comparison

assumptions, we experimented with four items as poten-
tial grouping variables, the gender of the respondents, re-
spondents’ GPA, a random split of the sample, and mode
of data collection. For all four grouping variables, we can
use the academic transcript data whether the different
categories of the grouping variable differ in their preva-
lence rates (Assumption 1 ) and whether their error rates
are the same (Assumption 2 ). The results are presented
briefly in this summary. A detailed description can be
found in the version of our paper available upon request.

1. Both assumptions are satisfied : Among the four
grouping variables, gender satisfied both of the Hui-
Walter assumptions. The proportion of alumni fail-
ing a class at college is higher for males (68%) than
for females (52%), a statistically significant differ-
ence (χ2=27.27, p < .0001). In addition, there is no
reason to expect that males are more (or less) likely
than females to under-report (or overreport) whether
they have ever failed a class. Using the transcript
data, we see that the false positive rates do not dif-
fer by gender of the respondents for all three items.
The false negative rates of Q12 and Q18b do not
differ by gender either. For Q18a, however, the false
negative rate is significantly higher for females (0.65)
than for males (0.54) (χ2=6.7, p=.01).

2. Satisfying assumption 1, while violating 2 : Respon-
dents’ GPA, by contrast, satisfies the different preva-
lence assumption; about 91% of respondents whose
GPA is equal to or lower than the median GPA failed
a class in college, a proportion significantly higher
than the 30% for those whose GPA is higher than
the median (χ2=372.24, p < .0001). But grouping
by respondents’ GPA, violates the equal error proba-
bility assumption: the false positive rates do not dif-
fer by GPA for all three items, but the false negative
rates do differ significantly by GPA group. Students
with a higher GPA tend to have a lower false negative
rate than those with a lower GPA; the differences are
statistically significant for all three items (For Q12,
χ2=9.03, p < .01; For Q18a, χ2=13.54, p < .001;
For Q18b, χ2=7.75, p < .01).

3. Violating assumption 1, while satisfying 2 : We use
two random half-samples of the respondents as a
third grouping variable. The random assignment en-
sures that the proportion failing an undergraduate
course is equal across the two groups in expectation
and that the error probabilities are equal as well.
Statistical tests show that the prevalence rates are
not significantly different between the two random
halves generated for this analysis (58% vs. 62%,
χ2=1.6, p=.21). Error rates do not differ by the
random-half samples either. Therefore, the random
split satisfies one assumption (the equal error prob-
abilities assumption) but violates the other (the dif-
ferent prevalence assumption).

4. Violating both assumptions: Finally the mode of
data collection as grouping variable violates both as-
sumptions. The respondent groups under each mode
show equal prevalence rates and different error rates.
Of those respondents who were assigned to the CATI
mode 61.8% had a “D” or “F” according to the regis-
trar’s data, the same is true for 62.3% of the Web re-
spondents and 58.8% of those respondents randomly
assigned to IVR. From previous mode analyses we
know that the mode of administration has an impact
on the error probabilities; thus, the mode of adminis-
tration violates both assumptions of the Hui-Walter
method.

4.2.1 Unequal Prevalence and Equal Error Rates

We first used gender of the survey respondents as a group-
ing variable, applying the Hui-Walter assumptions. We
found that Q18a consistently produced a higher false neg-
ative rate across gender groups than the other two survey
items. Regardless of which two variables were entered
into the latent class models, the LCA estimates of false
negative probabilities follow the same pattern as those
from direct analysis. However, the LCA estimates are
again consistently smaller than the true estimates. The
differences between the estimated false positive probabil-
ities are greater between the two approaches. Further-
more, the quantitative differences between false positive
and false negative probabilities in the LCA results are
also different from those obtained from direct analysis.

4.2.2 Unequal Prevalence and Unequal Error Rates

By contrast, GPA fulfills the different-prevalence-rate as-
sumption of the Hui-Walters, but violates the equal-error-
rate assumption. Respondents having a GPA equal or
higher than the median GPA are classified into the high
GPA group while those with a GPA lower than the me-
dian is grouped into the low GPA group.

The estimates of error probabilities from the LCA
model show that Q18a has larger false negative prob-
abilities than the other two items across the two GPA
groups, a conclusion supported by both direct analysis of
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academic transcripts and the LCA models. Again, simi-
lar to the case when gender is used as a grouping variable,
the LCA estimates of false negative probabilities are con-
sistently smaller than the true false negative probabilities,
but they follow the same trend. The LCA estimates of
false positive probabilities are inconsistent with the true
positive probabilities.

Models with GPA as a grouping variables seemed to
be able to pick out the flawed question item, despite that
the true false negative rates are higher for respondents
with a higher GPA than for those with a lower GPA.
Even though GPA and the random split both violated
one of the two Hui-Walter assumptions, the LCA esti-
mates resulting from them as the grouping variable vary
substantially. It seems that the violation of the equal
error rate assumption is less serious than the violation
of the different prevalence assumption. Future research
should do a simulation study to investigate the severity
of violating the two assumptions.

4.2.3 Equal Prevalence and Equal Error Rates

We next split the sample randomly into two equal halves.
The random split was included in the LCA models as
the grouping variable. The LCA estimates of false nega-
tive probabilities didn’t show Q18a as the flawed question
suffering from the largest false negative probabilities. In-
stead, Q18a is shown to be a better indicator than the
other two with lower error rates. In addition the LCA
estimates of false positive and false negative probabili-
ties are also off for the other two questions. Recall that,
under the Hui-Walter method, the grouping variable is
required to have different prevalence rates across levels
of the grouping variable and the random split failed this
assumption. The biased LCA estimates could be a result
of this violation.

4.2.4 Equal Prevalence and Unequal Error Rates

Lastly, we used mode as a grouping variable and ran the
same 2-indicator models under the Hui-Walter assump-
tions. The LCA estimates from the 2-indicator models
with the mode of data collection as the grouping vari-
able are off as well. The LCA estimates lead to different
conclusions from the analysis of academic transcripts: the
LCA estimates indicate that Q18a was a better performer
than the other two items, with lower false negative and
false positive rates. The estimated false negative proba-
bilities from the LCA models are consistently lower than
the true false negative rates. This is contradictory to the
estimates from the direct analysis of the transcript data.
Given that the mode variable also violates the different-
prevalence-rate assumption (as the random split grouping
variable), it seems that the violation of this key assump-
tion could lead to seriously misleading conclusions.

5 Discussion

This study examined the effectiveness and robustness of
the latent class analysis approach in evaluating survey
questions. In the absence of true scores or gold stan-
dards, the LCA can be employed to assess measurement
properties of survey items. We fitted a three-indicator la-
tent model and various two-indicator latent models. Our
results showed that the 3-indicator LCA is able to suc-
cessfully identify Q18a as a flawed item having the highest
false negative probabilities, thus reaching the same qual-
itative conclusion as when directly compare the reports
to the to the academic transcripts. Thus, in the absence
of gold standards, it seems that the LCA can produce
qualitative results consistent with those from the more
traditional analysis with true scores. However, the quan-
titative estimates of the error probabilities from the LCA
differ from those from the direct analysis.

We also examined the robustness of the LCA when
there are not enough indicators to identify the models.
We applied the Hui-Walter assumptions to achieve iden-
tifiability. These assumptions require prevalence rates to
be different but constrain the error probabilities to be
equal across the levels of a grouping variable. We ex-
amined the validity of the LCA results when Hui-Walter
assumptions are both satisfied, when only one of the as-
sumptions is satisfied, and when both are clearly vio-
lated. Our analysis showed that the LCA can produce
quite reasonable results that are consistent with the di-
rect approach when both or only the equal-error-rate as-
sumption is satisfied. For instance, when gender and the
GPA of the respondents are used as a grouping variable,
Q18a is shown to have the largest false negative proba-
bilities. However, when the different-prevalence-rate as-
sumption or both assumptions are violated, the LCA re-
sults are quite misleading; the LCA did not identify Q18a
as the item producing the largest false negative proba-
bilities when the sample was randomly split or when the
mode of data collection was used as the grouping variable.
Therefore, our results suggest that the LCA models can
tolerate violations of their assumptions only to a limited
extent.

In addition, we find that the quantitative estimates
from LCA do not always agree with results from direct
analysis even when the qualitative conclusions of the LCA
are in agreement. The discrepancy in quantitative esti-
mates was largest when the different-prevalence-rate as-
sumption is violated. Our next step is to quantify the fit
of LCA results to the results of direct analysis. We plan
to carry out simulation studies to examine the relation
between the extent of violations and the validity of LCA
results.
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