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Keywords: Constraints, Fellegi-Sunter, Gibbs sampling, Hierar- Experience from previous record linkage operations has bee
chical model, Latent class model, Metropolis-Hastings algorithmused informally to select models (Larsen and Rubin 2001) anc
Mixture model. restrict parameters (Winkler 1989, 1994). Bayesian approache
have been suggested by Larsen (1999a, 2002), Forinti et al (200
Abstract: In record linkage, or exact file matching, one compares2000), and McGlinchy (2004). A new procedure will be proposed
two or more files on a single population for purposes of unduplithat explicitly uses the 1-1 matching assumption and allows pa
cation or production of an enhanced, merged database. Recam@meter values to vary by file block.
linkage has many applications, including in population enumera-
tion efforts, to create databases for epidemiological investigations, 2. Record Linkage
and to improve survey sample frames. Latent class and mixture ) ) )
models have been used to implement computerised record linkagPPOSe that there are two filesand B, on a single population.
of large databases. Probabilities that pairs of records, one recotePnsider record: in file A and recordb in 5. Do recordsa
from each of two files, pertain to the same person (a match) gindd corresponq to the same person or er.mty?. !f fH;andB
to different people (a nonmatch) are estimated based on mod@f NOt have unique, accurately recorded identification number
parameters and Bayes’ theorem. In some settings, there is expei@! €very unit in both files, then it is necessary to consider the
ence with similar record linkage operations that can inform priofnformation recorded im andb in order to answer the question.
opinions concerning model parameters. In this paper, Bayesiddecennial census applications at U.S. Bureau of the Censt
record linkage alternatives are developed. A hierarchical Bayesidffc0rd variables including last name and first name, street numbe
model allows parameters to vary by file blocks, which are similala_nd name, age, sex, race, and relation to_ head Qf househol
to geographical blocks in census applications. Techniques for if-1€S aré extensively preprocessed before linkage is attempte
corporating 1-1 matching between files into the likelihood itself O €xample, names are standardized and coded according

and computing posterior distributions of parameters and linkagg°undex codes or other scheme. Names and address fields :
indicators are presented. parsed and standardized. In the case of simple comparisons, f

each pair of recordéa, b) being considered, a vector of 1's and
1. Introduction 0's indicating agreement and disagreement lncomparison

Record linkage (e.g., Fellegi and Sunter 1969, Newcombe et <J;1'Ie|dS is recorded. That is, for € A andb € B, define

1959) involves comparing two or more files on the same popuy(a” b) = {v(a.b)1,7(a.b)a,. ... 7(a,b)x}, where y(a,b);

lation for purposes of unduplication of records and merging files?quals 1 (agreeement) or 0 (disagreement) on fieldMany

Record linkage is used in many applications, including populatior"f‘greememsv((a’b) mostly 1s) are typical of matches. Many

size estimation at the U.S. Bureau of the Census (Winkler 199Lp,|sagreement8y(a, b) mostly 0's) are typical of nonmatches.

1995, and Jaro 1989, 1995), epidemiology and medical studie - .
(Newcombe 1988, Gill 1997), sociological studies (Belin et alzs'l' One-one Restrictions and Blocking
2004), and survey frame improvement. See also Alvey and Jameln some cases, it is assumed that the two data files do not cor
son (1997) and references therein. tain duplicate records for any person or entity. In the case o
Latent class (McCutcheon 1987) and mixture models (McLachthe census, records are organized by geographical location, ea
lan and Peel 2000) have been used to model the data arising framousehold should have only one form, and efforts are made ¢
comparing records in two files (Larsen and Rubin 2001, Winkleunduplicating records. Insurance companies and medical recorc
1988, 1994, 1995, Jaro 1995). Although successful in many apsystems are updated continuously and efforts are made to avo
plications (Alvey and Jamerson 1997), the models used in thestuplicate records. Record linkage could be of interest in thest
applications have not accounted for all restrictions in the data. Isases, because census follow-up operations are conducted inc
particular, forcing each record on one file to have at most a sinpendently in large areas and the National Death Index is matche
gle, matching record on the other file (*1-1 matching”) has beerio to existing insurance, medical, and other databases for studie
implemented post-hoc with a linear-sum assignment procedurguch as Livingston and Ko (2005), Rauscher and Sandler (2005
(Burkard and Derigs 1980, Jaro 1989) to choose individual linksand Thompson et al. (2005).
The 1-1 assignment procedure can effectively eliminate many can- In census and other operations, the files are divided geograph
didate links that have some degree of similarity, but actually areally into groups of records or 'blocks’ that do not overlap. Block-
nonlinks. ing is used in other applications as well in order to reduce the
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number of record pairs being compared. It is assumed that thed®93, and Winkler 1995). Databases on businesses in gener

are no (or very few) matches across different blocks. Other opwould not reflect the household grouping typical of people. We

erations use first letter of last name (individuals) or industry codevill consider the situation with two classes here.

(businesses) or state as blocking variables. The conditional independence assumption simplifies the mode
Let blocks be indexed by = 1,...,5. Suppose that filed by reducing the dimension within each mixture class fafm- 1

hasn,, records and filé8 hasn,, records, respectively, in block parameters td":

s. Forblockss =1,...,5,a,=1,...,n,, andbs = 1,...,n;_, K
define I(as,bs) = 1 if ¢ andb are matches, anf if a and Pr(y|C) = H Pr(vx|C) (1 — Pr(v|C) %, (2)
b are nonmatches. The set of match-nonmatch indicators in k=1

block s is I, = {I(as,bs)}. The 1-1 restrictions and blocking . ) ) i
assumptions mean that, I(asbs) < 1, Y. I(as,bs) < 1 with C € {M,U}. Interactions between comparison fields have
bs sy Ys = 1 as sy Ys = 1

andy>, S, I(as,by) —0for s + s'. The number of matches been allowed in Larsen and Rgbin (2001), Armstrong and Mayd:

in block s, T, is defined and restricted under 1-1 matching ad(1993), Thibaudeau (1993), Winkler (1989), and others. Here we

follows: 3=, %, I(as;bs) = i, < min (ng,,n, ). co_nS|der qnly the_ conditional independence model and extensior
Qs 0s . of it to a hierarchical framework.

Previous approaches have not directly enforced 1-1 linkage i

_ . _ . the likelihood and have used the following likelihood function:
Prior experience and data often are available from previous record

S

linkage operations and sites. In previous record Ilnkgge studies, H H Pr(~v(a, b)), 3)
clerks at the census looked at record pairs and determined whether
or not they truly were nonmatches or matches. Belin (1993, 1995),
Larsen (1999b), and Larsen and Rubin (2001) found that in some&here P(~(a, b)) is a comparison vector modeled using the mix-
census record linkage applications characteristics of populatioigre assumption (1). When the parameters determinifig| Pf)
being studied varied by area in ways that made a significant imand P(~|U) do not depend on the block from which the pairs orig-
pact on estimates of parameters needed for record linkage. Tharete andn., is the number of pairs of records with comparison
were, however, consistent patterns across areas. The percent@géterny, the simple likelihood can be written §§. .. Pr(v)".

of record pairs, one record from each of two files, under consider- Assuming the conditional independence model (2) and globa
ation that actually are matches corresponding to the same persparameters that do not vary by block, a prior distribution on pa-
is roughly similar across sites. The probability of agreeing orrameters can be specified conveniently as the product of inde
some key fields of information among matches and nonmatchg®endent Beta distributions as followsiy, ~ Betdaas, Oar),

are similar across sites. The probability of agreements are high&(vy,(a,b) = 1|M) ~ Betdanw, Smr), k = 1,..., K, and

2.2. Prior Beliefs and Logical Relationships

s=1 a€A;,bEB;

among matches than among nonmatches. Pr(vk(a,b) = 1|U) ~ Betdayg, Buk), k=1,..., K.
It is expected that the probability of agreeing on an individual The match/nonmatch indicatols = {I(a,b),a € A;,b €
field of comparison is higher for matches than for nonmatchesB;, s = 1,..., S} are unobserved. By Bayes’ theorem, if the pa-

P(v(a,b) = 1|(a,b) € M) > P(vyi(a,b) = 1|(a,b) € U). rameters were known and one does not consider restrictions frol
Logically, the number of matches in blogkn.,,_, is smaller than ~ 1-1 matching, one could calculate for a pgir b) the probability
the smaller of the number of in file4 (n,_) and B (n;_). Sothe thata andb match (P(M|y(a,b))):

probability of a match in block, ps,, is less than or equal to the
minimum size divided by the number of pairs;_n,_. Pr(I(a,b) = 1]y(a, b)) = puPr(v(a, b)|M)/Pr(v(a, ). (4)

3. Bayesian Record Linkage Model If the match indicatord were known, the posterior distribu-
tions of individual parameters given values of the other parameter

3.1. Bayesian Latent Class Models would be as followsp,,|I has a Beta distrbution

The mixture model approach to record linkage models the proba- B I(a.b ,, 1— Iab 5
bility of comparison vectofy using a mixture distribution: (ons + (az:b) (a,0), Bur + g:b)( (a,)) ©)
Pr(y) = Pr(y|M)pun + Pr(v|U)pu, @

where P(~|M) and P(+|U) are the probabilities of the pattefn and, fork =1,.., K, P(yi(a, b) = 1M, I) ~

among the matches\() and nonmatched), respectively, and  B(a + Zlab'}/k(a7 b), Bk + Zfab(l —(a,b)))  (6)
pym andpy = 1 — py, are marginal probabilities of matches

and unmatched pairs. In practice at census and Statistics Cana@8d Ptk (a,b) = 1{U,I) ~

models using three classes often are useful when matching indi- Blayy + Z(l — Ip)yn(a,b) @)
viduals because estimates based on them reflect household struc- S
ture (see, e.g., Larsen and Rubin 2001, Armstrong and Mayda Buk + Z(l — Ip)(1 —vk(a,b))),
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wherel,, = I(a,b) and sums are over all pairs allowed within and references therein). Interactions between comparison fielc
the blocking structure. within the matches and nonmatches could be allowed in the

The posterior distribution of parameters is simulated by samBayesian approach as well. It is the belief of the author, however
pling from alternating conditional distributions (Gibbs sampling;that explicitly modeling 1-1 matching and allowing parameters to
Geman and Geman 1984, Geland and Smith 1990) as follows. vary by block will be more beneficial than modeling interactions

. . o Plobally.
1. Specify parameters for the prior distributions. Choose initial

values of unknown parameters. 3.2. A Hierachical Bayesian Model

2. Repeat four steps numerous times until the distribution of\ hierarchical model for record linkage will specify distributions
draws has converged to the posterior distribution: of parameters within blocks = 1,...,5. The likelihood used
) in this section is given by likelihood (3) with parameters vary-
(2) Draw values for the components bfindependently j,g by plock. The probabilities of agreeing on fields of informa-
from Bernoulli distributions with the probability that jon are allowed to vary by block as follows . = Priyx =

I(a”b) =1 given by (4) I‘M, S) ~ Bete(ostk,ﬂsMk) andpsUk = Pr(’}/k = 1|U,S> ~
(b) Draw a value o, from the distribution specified in  Betdasuk, Bsuk) independently across blocks, fields, and classes
(5) and calculatey = 1 — pjy. (M andU). The restriction thaps . > psuk Will be assumed.

Hyperpriors distributions are placed on transformed versions
of the Beta parameters. The distributions are independer
across blocks, fields, and groups. These transformations aj

(c) Draw values of Rry(a,b) = 1|M,I) independently
fork =1,..., K from distributions specified in (6).

(d) Draw values of P(ryk.(a,l_)) = 11U,1) inq_epe_ndently for peared in Larsen (2004):0,1, = logit(csase/(asare +

k=1,..., K from distributions specified in (7). Boarr)) ~ N(ueMkaang), Oe = logit(asun(asrr +

. Bsuk)) ~ N(povk,o5uk), Tsmre = log(asmk + Bsmr) ~

3. Stop once the algorithm has converged. Niorins02a)s and 7o = loglasur + Baok)  ~
Once the algorithm has converged, it is necessary to decid® (i4-uk, 07;,). Note that there is a unique bivariate inverse

which pairs of records to designate links and nonlinks and whicfifansformation: a,cr = e™c*logit™" (6.cx) and ek =

to leave undecided. If 1-1 restrictions are not enforced, then ong“*logit ' (1 — 6,¢) for C = M,U. The restriction noted
could calculate the proportion of times that a record gaib)  in the previous paragraptoes nomean that, fok: = 1,..., K,

hasI(a,b) = 1 and for each record in filel assign the record in  fsnmk = 0suk; the restriction only constrains the parameters .

file B that has the largest proportion. If 1-1 matching is desired@ndpsu. It would be possible to use a prior distribution with the

the simulated probabilities (4) of matching could be supplied to &onstraint that, ;. > 0su1 as well.

|inear-5um-a55ignment a|gorithm_ The probability of belonging to class/ in block s, PsM > is
There are someestrictions on parameterthat could improve  given a Betadisas, B57) prior distribution. The hyperprior distr-

the performance of this model for record linkage. First, the rang®utions ared s = logit(asas /(asar + Bsar)) ~ N(ponr, ogar)

of pas logically should be restricted to be less than or equal tNd7sy = log(asar + Bsar) ~ N(prar, 02),), and are indepen-

the smaller of the two file sizes divied by the number of pairsdent of the other hyperpriors. The restriction that; is smaller

under the blocking structure. Second, logically the probability of &han the minimum of. 4, andn s, divided by the number of pairs

record pair agreeing on a comparison field should be larger amorign. 5. is enforced in this model. If it were not, the small sample

matches than among nonmatches. ThatigyPi/) > Pr(~,|U),  Size and great variability across blocks would surely produce poo

fork=1,...,K. results for some blocks. Note that,; = e logit™* (6,,;) and
There are several significant limitations to this model. First,0sm = e Mlogit™" (1 — Oar).

there is no explicit 1-1 matching in the likelihood (3) and without

subsequent processing some records could be involved in mofe3- Simulating the Posterior Distribution

than one designated link. As a consequence, it was not necessafife posterior distribution of parameters and unobservec

to model the number of matches overall or within individual match/nonmatch indicators will be simulated using Gibbs sam

blocks. In many applications, some records in fland some in - pjing. The conditional distributions for the hyperparameters will

file B might not have any matches. One-one matching then is thge sampled using the Metropolis-Hastings (MH) algorithm (Hast-

assumption that records have at most one match in the other fl|§]gs 1970) within the Gibbs sampling framework. The procedure

Second, the parameters are global and do not vary across blocksrates through draws of full conditional distributions:
despite the fact that populations can vary greatly across blocks.

Third, the conditional independence assumption was made forl. Choose hyperparameter distributions. That is, specify
convenience and is not realistic. It has been relaxed in the case (ugn,03,,) and, fork = 1,..., K, specify (uonrk, o515 )s
of maximum likelihood estimation (see Larsen and Rubin 2001 (uouk, 0aps)s (Hrnaks 02 075), @NA(Lruks 020 )-
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2. Generate initial values of( s, Bs27) and, fork = 1,..., K,
(asprk, Bsak)s (asuk, Bsur) from their prior distributions.

3. Assign an initial match/nonmatch configuratibrSince 1-1

links and nonlinks and which to send to clerical review or leave
undecided. Suggestions were made at the end of Section 3.
Metropolis-Hastings and algorithm details are in Appendix A.

matching is not peing forced, but constraints on the parames 4 Hierachical Bayesian 1-1 Model
ters and proportion of matches are, the algorithm of Section . _ . _ .
3.1 with analogous parameter constraints could be run fol this section, the 1-1 linkage assumption will be enforced in

several iterations.

the set of indicatord. The hierarchical specification of Section
3.2 will continue to be used. In order to use the non-hierarchica

4. Cycle through the following steps numerous times until conmodel with 1-1 restrictions, one would need to combine the appro

vergence. Lef,;, denotel(a, b).

(@ Fors = 1,...,S, draw p,;; from its conditional
distribution given the current indicatods, and val-
ues of(asnr, Bsar ). Specifically,psar|Is, asnr, Bsar ~
BetdasM + ZIabaﬁsM + Ng Np, — Zlab)a where
the sum is over all pairéa, b) in block s. Enforce the
constraintpsyr < min(ng,, np, )/ (N, np, )-

(b) Fors = 1,....8, k = 1,...,K, draw pspx
and psyr from their conditional distribution given
the current indicatorsl,, the comparison vectors
vs in block s, and values of(asck, fBsck),C €
{Mv U} SpeCifica”ya ps]V[k|IS7 Vs> XsMk; ﬁsMk ~
Betdasmr + Y LavVi(a,0), Bsnrre + Do, Lan(1 —
Ye(a,0))), Psvklls, Vs, suk, Bsur ~ Betdasyr +
> (1 = Tap)w(a,b), Bk + 2,(1 — Iawp)(1
vk(a,b))), andpsar > psuk, Where sums are over all
pairs(a, b) in block s.

(c) Fors = 1,...,5, use the MH algorithm (Hastings

priate modeling assumptions and prior distributions from Sectior
3.1 and this section.

Define n,,, to be the number of matches in blosk s =
1,...,S. By definition, n,,, < min (n,_,n,). The prior dis-
tribution forn,,,_, independently for each is taken to be

Binomial(min (n,, np, ), ps),

8

wherep, ~ Betda,, 6p). If a, = 4andg, = 1, thenEp, =
0.8, SDps = 0.16, and the distribution is skewed strongly left.
If o, = 4.5 andg, = 1.5, thenEp, = 0.75, SDp, = 0.16,
and the distribution is skewed left, but not quite so strongly. The
parameterg,; do not play a role in this model.

Letl, = {I(a,b),a € As,b € Bs}fors=1,...,5. The prior
distribution forI, is taken to be uniform on the space of possible

matching configurations:
-1
Yo Yt - @

(

Without examining the data to some degree, it would not be possi

nms ~

’na5 nbs

P(I|nm,) =

N N

1970: see also Gelman 1992 and Gelman et al 2004'€ to assign another prior distribution. In the census application

chapter 11) to draw values of hyperparametefg and
75 from their full conditional distributions. See Ap-
pendix A for details of this and the next two steps.
Fors=1,...,5,k=1,..., K, usethe MH algorithm
to draw values of hyperparametérs, . andr,ass.
(e) Fors=1,...,5,k=1,..., K, usethe MH algorithm
to draw values of hyperparametég;;, andr,yy.
fFors = 1,...,8 a = 1,...,n,, and b =
1,...,np,, given values opsys and, fork =1,..., K,
psmk and pgyr, draw a value ofl(a,b) from a
Bernoulli distribution with the following probability:

g ) {ij}Z’b)(l *psMk)l’”‘(“’b)} /den, where
den = pav [Ti [p?ﬁ(;ib)(l *PsMk)lfV"’(a"b)} +
(1 - pslﬂ) Hli,{:l [p;y[k](]:’b)(]_ — pSUk)lfwc(a,b)] )

(d)

5. Stop once the algorithm has converged.

Note that 1-1 restrictions are not imposed onkmeatrix. The

size of the candidate match class in each block is controlled in = 1,...,S5, &k =

it would be reasonable if records are grouped by household t
place higher probability on records in the same household withir
blocks.

Given values fod, the likelihood for parameters is @i1):

o 1 (I

s=1 | a€A;,bEB; k=1

( K
k=1
S

I(a,b)
B psMka(“»“)
1—I(a,b)
Pt - psm)l_”"(“’b)>

K
B H H H pZﬁZ’b)(l — pepgi) (@)

s=1 | a€A,,bEB,,(a,b)eM k=1

K

b —k(a,

[T  IIpe"a—pan) e
a€As,bEB;,(a,b)eU k=1

(10)

As mentioned before, the parameters), are not used in
this model. Let the prior distributions fopsyr and psyk,
1,..., K and their associated hyperprior

4(a) by keepingvsy; small. Once the algorithm has converged, distributions be the same as in Section 3.2.
it is necessary to decide which pairs of records to designate
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3.5. Simulating the 1-1 Posterior Distribution

The posterior distribution of parameters and unobserve

match/nonmatch indicators will be simulated using Gibbs sam-

pling with Metropolis-Hastings (MH) steps. The procedure iter-
ates through draws of full conditional distributions.

1. Choose hyperparameter distributions by specifyingand
Bp andr fork = 17 s 7K1 (/-1’9]\4k70-ng)1 (NGUIngUk),

(:u’TMk; UEMI@)’ and(,UTUk-vUzUk)-

. Generate initial values in blocks= 1, ..., S for matching
variablesk = 1,....K of (aSMk, ﬁs]\jk) and (asUka ﬁsUk)
from their prior distributions.

. Assign an initial match/nonmatch configuratibrSince 1-1
matching is being forced, the algorithms of Sections 3.1 an

3.2 with appropriate constraints on parameters followed by a

linear sum assignment procedure (Burkard and Derigs 198
could be used to produce an initial In block s, n,,, =

> aca, 2ven, 1(ab).

. Cycle through (a)-(e) until the distribution of drawn values
converges to the target posterior distribution.

(@) Fors = 1,...,5, drawp, from its conditional distri-
bution given the current indicatols (and hencex,,, )
and values of(y,, 5,). Specifically, ps|I;, ap, Bp ~
Beta(ay, + nm,, Bp + MiN(ng,, np, ) — Ny, )-

(b) Fors = 1,...,5 andk = 1,..., K draw psps and
psuk from their conditional distribution as described in
step (4b) of Section 3.3.

(c) Fors =1,...,Sandk = 1,..., K, use the MH al-
gorithm to draw values of hyperparametéts,;, and
Ts Mk @S described in Appendix A step (d).

(d) Fors=1,...,Sandk =1,..., K, use the MH algo-
rithm to draw values of hyperparametéts, andrgy i
as described in Appendix A step (e).

(e) Fors =1,...,5, use the MH algorithm to draw values
of I, andn,,_ from their full conditional distributions.
See Appendix B for details of this step.

5. Stop once the algorithm has converged.

Note that 1-1 restrictions are imposed on Itraatrix. The size
of the match class in block is explicitly controlled by the fact
thatn,,, < min(n,.,,ns,); 0 < ps < 1. Once the algorithm
has converged, it is necessary to decide which pairs of records
designate as links and nonlinks.

4. Conclusions and Future Work

A novel hierarchical Bayesian model for record linkage has beeArmstrong, J. B., and Mayda, J. E. (1993).

vary by block and reflect local information. 1-1 matching restric-

&'ons are imposed in the likelihood. Indicators of match status are

sampled using Gibbs sampling and Metropolis-Hastings.

It will be interesting to apply these methods to data from cen-
sus, NCHS, and other sources. An automated system for applyir
these models to new sets of files would be useful in this regard. I
a real application, one could consider better specifications of prio
distributions for the record linkage model parameters and the us
of training data. In some applications, the size of the files will be
a challenge. In order to speed computations, one might conside
parallel computations by, for example, block.

The algorithm’s perfomance could be improved by study-
ing tuning parameters and the order of sampling cycles withir
Metropolis-Hastings (MH) and Gibbs algorithms. One could

3tudy the sensitivity of results to the specification of hyperprior

distributions. If some MH draws for some parameters and ele:
ents ofI infrequently lead to changes in the values, then one
ould examine methods for increaseing the frequency of accep
ing MH moves. In particular, one could consider combining two
or more attempted moves into one step.

Two extensions related to the record linkage model can be stuc
ied. First, one can consider expanded definitions of the agree
ment/disagreement comparisons for the matching variables. Thi
is, one could allow partial agreement, missing values, and strin
comparator metrics (Winkler 1993, 1994). Second, in some appli
cations, one could consider more fully using household structure
In some applications at census, household structure is reflected
part by the use of three latent classes in the mixture model (Larse
and Rubin 1999 and references therein).

Another direction for development in the future is the Bayesian
analysis of files that are created through record linkage operation:
Lahiri and Larsen (2005) extended Scheuren and Winkler (1993
on adjusting for the bias that arises due to errors in matching
One could imagine a feed-back loop, as in Scheuren and Winkle
(1997), where points with large residuals in a linear regressior
model are more likely than their agreement patterns alone sugge
to be nonmatches and points that are very certain to be matche
have more influence on a linear regression fit.
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i , ) . rameters and hyperparameters are given. Each block is updat

Winkler, W. E. (1995). Matching and Record LinkageBusiness separately. Given the value of a match/nonmatch configuratio
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lley Publications, 355'38 : Let v = {v(a,b),a € As;,b € B} be the collec-
Appendix A. MH for the Hierarchical Model tion of comparison vectors for all pairs in block For
notatlonal convenience, lety, = sMksQsUE)y (s =
Details of the three Metropolis-Hastings (Hastings 1970) stepsin ° “5° % """ "0 1\(;1 ]ZkUj) Uka)ndiQ _
the simulation procedure of Section 3.3 are presented below. (020100 02k 02 aris 20) (k = 1,..., K in each case) be col-
(c). Fors = 1,...,S, use the Metropolis-Hastings algorithm lections of hyperparameters. For blogk the full conditional

(Hastings 1970; see also Gelman 1992 and Gelman et al 20@#stribution of (n,,,., Is,vs) iS P(nm,, Ls, vs|{psrtk, psvr, b =
chapter 11) to draw values of hyperparameters andrs 1, K}, ps, as, Bs, i1, 0%), which equals

from their full conditional distributions. Specifically, given

current values of,,; andr,,; (and hencev,y; and 3sa), Pr(nm, [ps)PH(Xs| 10, ) PH(Ys | Ls, {Dsrar, psuk, k = 1,K}), (11)

I,, and other parameters, o ) ) )
which is non-zero if and only if the 1-1 and match class size re-

(i) Define tuning constant®y; > 0 andh s > 0. strictions of Section 2.1 are fulfilled. The distributions listed in
(i) Draw u ~ Uniform(0,1), 6* ~ N(Osnr,02,,/hor)s (12) are discrete.
andt* ~ N(7sar, 025,/ hent)- Here we propose incremental ways of modifying,, and
(i) Calculate a* = eT*Iogit_l(G*) and g = I, to cover the space of possible configurations and to produc
e logit™ (1 — 6%). higher probabilities of change across iterations. Three basi

“moves” or modifications ofn,,, and I; will be considered.

. - o —asnr _
(iv) Calculater as the minimum of 1 ang,, (1 First, one matching pair can be turned into a nonmatching pair

8" —Bsm heM _ p*\2
poa) . exp (= Tom (Do = 67)%) n),. = Ny, — 1 andI(a,b) changes from one to zero for some
exp (— 25 M (Tops = 7)) (a,b) in block s. Second, one nonmatching pair is grouped with
V) Ifu<r, Iet 0.0 = 0% andryy, = 7* the matches:ny, = n,, + 1 andI(a,b) changes from zero

to one for some(a b) such that, before changing the indicator
to one, ZaeA I(a,b) = 0 and ZbeB I(a,b) = 0. Third,
(d). Fors = 1,...,5 andk = 1,..., K, use the Metropolis- n}, = n,, is unchanged, buf; is different fromI,. The
Hastings algorithm to draw values of hyperparamefigxg; changes inl, that will be con3|dered will involve at most two
and 7,r5. Specifically, given current values 6f,;, and  records fromA, and two fromB;. Ideas behind such moves are
TsMmk (@nd hencevs s andBsask), Is, and other parameters, described here; see Larsen (2005) for more details.
follow the steps outlined in step (c) above but with Al

indexes replaced by/k’s. B.1. Move 1:in;, =n,, —1

Otherwise, let,, andr,,; remain the same.

(e). Fors = 1,...,Sandk = 1,..., K, use the Metropolis- In this movement, one pair currently designated to be a matcl
Hastings algorithm to draw values of hyperparamefers. is changed to a nonmatch designation. One option chooses
andry . Specifically, given current values 6fy . andrsy g matched pair from bloclk with uniform probability. This op-
(and hencev,,, andfBsu), Is, and other parameters, follow tion likely is not too efficient. Option 2 chooses a matched pair
the steps outlined in step (c) above but with &fl indexes  based on the probability that the pair is a nonmatch given that on
replaced byUk's. among the matches is a nonmatch.
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That is, pick a matched pajr;, b;) at random with the proba- It would be possible to select two matched pairs with non uni-
bility of dropping pair(a;, b;) as given in Larsen (2005). form probabilities, but doing so could be computationally expen-
Given thatn,,_  in some blocks might not be too large, the sive (see Larsen 2005). A less computationally intense approac
computation of probabilities above in some applications might bavould randomly choose one matched pair, &ayb; ), with uni-
reasonable. Pairs of records that agree on all or almost all confierm probability (/n,,.) and a second matched pair with non-
parisons and that have low levels of agreement with other potenwiform probability. Given that paifa;, b;) is going to be bro-
tial matches likely would not be selected to be dropped. Pairken and switched with another pair from the current matches, on
of records that have more disagreements and that have alternatiseuld select the paifay, b;) with probability
matches should be dropped more readily.
As for option 1, the inverse move is to add the deleted pair of Pyl M, s)P(yi;| M, s) P(7i;|U, 8) P(yx1|U, s)
records to the set of designated matches (see Move 2 below). Let (' 1)) £ (Vv M, 8) P (| M, 8) P(vi5|U, 8) P(yerr |U, )
Pr(drop paifa;, b;)) be the probability of dropping paifa;, b;) o . . )
from the match set. Let Padd paifa;, b)) be the probability @ similar reverse move is considered, then the Mvalue is
of adding pair(a;,b;). The acceptance probability for the MH Z(k,’l/)#i’j) Py |M, $)P( 51 M, 8)P(7i; U, 8) P (v |U, )

algorithm is the minimum value of 1 and )
Z(yl/);ﬁ(k,j) P(virj| M, 8)P(ykr | M, 8) P(virrr |U, 8) P(vk5]U, 8)

Pr(n}, ,I%|param. valuesPr(add paifa;, b;))

Mms? S

Pr(n,,,,Is|param. valuesPr(drop paifa;,b;))’

Variation 2: A matched pair replaces one of its matching
records with a nonmatching record
B.2. Move 2:n¥, = n,. +1 In this move, a matched pair of records is randomly chosen an

) ) ] one of its component records is replaced with a record from the
In this movement, one pair currently designated to be a nonmatcty me file in the same block that does not have a designated matc

is changed to a match designation. A first option chooses a NoR 5t s, supposé(a;,b;) = 1 and the matched paiu,, b;) is
matched pair from block with uniform probability. Such an  cpgsen. One of the matched pairs can be chosen with uniforr
approach also is not likely to be efficient. Option 2 chooses "brobability: 1/Nm, . A recorday, in file A without a match satis-
nonmatched pair based on the probability that the pair is a matqlibsz | I(ay, bj,)b: 0. A recordb, in file B without a match sat-
given that one among the nonmatches is a match. The probabilifyfies . I(air,b;) = 0. There areu,, +mny, —2n,,, nNonmatched
of adding pair(a;, ;) is given in Larsen (2005). _ records in blocks. One option is to choose a nonmatched record
Pairs of records that disagree on all or almost all comparisongindomly. The reverse move would involve switching to the initial
are not likely to be added. Pairs of records that are current nofsajrings. If theA-recorda; is replaced through random selection
matches but agree on many fields are likely to be added. As fqfjith A-recorday,, the MH acceptance probability is the minimum
option 1, the inverse move is to delete the added pair of recordsf gne andP (yy; | M, s)P(vi;|U, s)/ (P(~i;| M, s)P(vk;|U, ) -
from the set of designated nonma’Fches_ (see Move 1 above). Theihe B-recordb, is replaced through random selection with
acceptance value for the MH algorithm is recordb;, the MH acceptance probability is the minimum of one
andp(%’l‘M7 S)P(’WﬂU’ S)/ (P(’Yile> S)P('Yil‘Uv S)) .
: . Another way to choose the replacement record is to comput
Pr(nm,, Is|param. valuesPr(add paifa;, b;)) the probability given current parameter values that a particula
nonmatching record is a match, assuming that pairb;) is a
nonmatching pair. See Larsen (2005) for details.
In this movement, three things can happen: two matches can
switch pairs, a matched pair can replace one of its units with aWar. 3: Delete a matched pair; Pair 2 unmatched records
unmatched pair, or a matched pair can be dropped and replac&tie last move that will be contemplated is the deletion of a

Pr(n, ,I%|param. valuesPr(drop pai(a;,b;))

Mg’ s

B.3. Move 3:n,,, unchanged but/, altered

with another matched pair. matched pair and the joining of two unmatched recordga;lfb,)
is a match and, andb; are unmatched records, the move entails
Variation 1: Two matches switch pairings setting/(a;,b;) = 0 andI(ax,b;) = 1. This is in effect almost

Randomly select two matched pairga;,b;) and (ax,b;), the combination of the first two moves: removal of a match anc
with probability 2/(n,,, (n,, — 1)) and switch the pairings: addition of a new match other than the one that was removec
(ai,b) and (ag,b;). That is, changel(a;,b;) and I(ax,b;)  Anacceptance probability for the MH algorithm can be computed
from one to zero andl(a,,b;) and I(ax,b;) from zero to  as the product of appropriately modified probabilities associatet
one. The reverse move is to undo the switch. The acwith Moves 1 and 2.

ceptance probability of the MH algorithm is the minimum

of one and(P(vy|M,s)P (k| M, s)P(vi;|U, s)P(v|U, s)) /

(P(viz| M, ) P(yia|M, s)P(va|U, s)P(5|U, 5)) -
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