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t:Repli
ation methods for varian
e estimation with
omplex survey data have been widely used in pra
-ti
e. The Su

essive Di�eren
e Repli
ation Method(SDRM) is a repli
ation method for varian
e estima-tion developed based on a systemati
 sample. Eventhough this method has been 
onsistently used inseveral large government surveys; however, only afew literatures about the SDRM are available.The SDRM varian
e estimator was developed byRobert E. Fay based on the varian
e for a system-ati
 sample proposed by Wolter (Wolter 1984). Thebasi
 theoreti
al development of the SDRM (Wolter1984, Fay and Train 1995) was des
ribed in termsof linear estimators (simple mean and total). Here,our work fo
uses on the use of SDRM for non- lin-ear statisti
s, su
h as ratio, 
orrelation 
oeÆ
ient,regression 
oeÆ
ient, and median. The SDRM vari-an
e estimates are evaluated against the varian
e es-timates 
omputed through the Taylor Series methodand the Ja
kknife method using Monte Carlo simu-lation under several di�erent strati�ed populations.An empiri
al example is given using the 1993 Na-tional Survey of College Graduate (NSCG) data.1. Introdu
tionThe SDRM varian
e estimator is one of the repli
a-tion methods of varian
e estimator that so far hasbeen su

essfully applied by federal government sta-tisti
al agen
ies, su
h as the U.S. Bureau of Census.The Bureau widely uses the SDRM varian
e esti-mation for large s
ale surveys su
h as the NationalThe authors would like to thank the National S
ien
eFoundation (NSF). This work was motivated by a 
on-tra
t work for the NSF to develop repli
ation methods.The authors take sole responsibility for the interpreta-tions and 
on
lusions in this arti
le.

Survey of College Graduate (NSCG), the CurrentPopulation Survey (CPS), and the 2000 Census -Long Form survey.This method was developed by Robert E. Fay (Fayand Train 1995) based on the varian
e estimatorproposed by Wolter (Wolter 1984) for a systemati
sample, where the variability is 
al
ulated based onthe squared di�eren
es between neighbouring sam-ples. The SDRM varian
e estimator utilizes or-thogonal Hadamard matrix to 
reate the repli
ates.Fay and Train (1995) showed that the estimator isanalyti
ally equivalent to the original varian
e 
al-
ulated through di�eren
ing neighbouring samples.Fay and Train (1995) presented the development ofthis method based on a linear estimator. In thispaper we will extend the use of this method for non-linear estimators.The SDRM varian
e estimator has not mu
h beenstudied espe
ially for 
omplex statisti
s, neitherhas it been 
ompared with other repli
ation vari-an
e estimators. This paper fo
uses on su
h 
om-parison parti
ularly for estimating non-linear esti-mators, su
h as ratio estimator, 
orrelation 
oef-�
ient, regression 
oeÆ
ient, and medians. UsingMonte Carlo studies, the varian
e estimates 
om-puted through the SDRM will be 
ompared withthe varian
e estimates 
omputed through the Ja
k-knife method. In the 
omparison we will also in
ludevarian
e estimates 
al
ulated through the standardlinearization (Taylor Series) method.Se
tion 2 will present theoreti
al ba
kground ofthe SDRM varian
e estimator, and des
ribe how therepli
ates are 
onstru
ted based on a Hadamard ma-trix. Se
tion 3 presents an empiri
al 
omparisonof the SDRM varian
e estimates with the varian
eestimates 
omputed through the Taylor Series andJa
kknife methods using the 1993 NSCG data. Se
-tion 4 des
ribes the simulation setting, i.e. the �nitepseudo-populations generated, the sampling designused, and the statisti
s under study; as well as theresults. Se
tion 5 summarizes the study.
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2. The Su

essive Di�eren
e Repli
a-tion MethodOne of the varian
e estimators proposed by Wolter(1984) for estimating varian
e of a mean estimator,y = (1=n)P yi, from a systemati
 sample is the vari-an
e estimator based on di�eren
es of two 
onse
u-tive observations asv2(y) = (1� f)(1=n) nXi=2(yi � yi�1)2=2(n� 1)where f is the sampling fra
tion n=N . Even thoughthis estimator is not unbiased, the estimator per-forms reasonably well for di�erent systemati
 sam-ples drawn from several di�erent population models.Similar estimator for a total ŷ = Pni=1 y�i , wherey�i = (N=n)yi, 
an be expressed asv2(ŷ) = (1� f)n nXi=2(y�i � y�i�1)2=2(n� 1):Noti
e that the estimator is 
omputed based on (n�1) pairs of neighboring samples.Fay and Train (1995) modi�ed this estimator byadding a di�eren
e between the �rst and the lastobservations, i.e.v2m(ŷ) = (1=2)(1� f)"(y�n � y�1)2 + nXi=2(y�i � y�i�1)2#and showed that a repli
ation version of v2m 
an bedeveloped, whi
h will be explained in the followingse
tions. This repli
ation varian
e estimator is then
alled the SDRM varian
e estimator.2.1 SDRM Varian
e EstimatorThe SDRM utilizes a k � k Hadamard matrix H to
reate the repli
ates, where in this 
ase k is the num-ber of repli
ates used in a SDRM. Let H = fairg bea Hadamard matrix of order k where k is an integermultipli
ation of 4, and for now suppose k � n+ 2.For i < n, the repli
ate fa
tor fir is de�ned asfir = 1 + 2�3=2ai+1;r � 2�3=2ai+2;r;and for i = nfnr = 1 + 2�3=2an+1;r � 2�3=2a2;r:Let the rth repli
ate estimate of ŷ be 
al
ulated asŷr = nXi=1 firy�i :

The SDRM varian
e estimator is 
al
ulated asvr2m(ŷ) = (4=k)(1� f) kXr=1(ŷr � ŷ)2:Fay and Train (1995) showed that this repli
ate vari-an
e estimator is equivalent to v2m(ŷ). Fay andTrain 
laimed that even though this estimator is notunbiased for simple random samples the bias is rel-atively small, even for relatively small n.Without loss of generality, under a 
omplex sam-ple design the SDRM varian
e estimator for �̂ 
an bede�ned as (ignoring the �nite population 
orre
tionfa
tor) vr2m(�̂) = (4=k) kXr=1(�̂r � �̂)2where �̂r is the point estimator 
al
ulated from therth repli
ate. The formula 
an be extended to in-
lude the �nite population 
orre
tion fa
tor.2.2 Constru
tion of the Repli
atesThe repli
ates are 
onstru
ted by �rst assigningpairs of rows inH to ea
h sample 
ase, that is startedfrom assigning row 2 and 3 to the �rst observation,then assigning rows 3 and 4 to the se
ond observa-tion, and so on until assigning rows n+1 and n+2of H to the last observation. This assignment givesa unique set of pairs of rows in H . However, whenn is large and mu
h greater than k, the assignmentwill run out of rows of H before all observations 
anbe uniquely paired with two-rows in H . To solvethis problem, SDRM implements a row assignmentalgorithm as follows.Sin
e the original varian
e estimator is 
al
ulatedbased on the di�eren
es between two su

essive sam-ple 
ases, prior to rows assignment, sample 
asesmust be sorted in a manner similar to the order ofthe 
ases at the time of sampling. Then, 
hoose anHof order k su
h that (k�1) is a prime number. Neveruse/assign row 1 in H be
ause in most Hadamardmatrix it 
ontains all +1's. We start by assigningrows 2 and 3 of H to the �rst sample 
ase. Then,assign rows 3 and 4 to the se
ond sample 
ase, assignrows 4 and 5 to the third sample 
ase, � � � , and soon until we rea
h row k. This two-rows assignmentfrom row 2 to k is 
alled a 
y
le. The �rst 
y
le isdone with row in
rement of 1, i.e. assigning rows 2and 3, rows 3 and 4, rows 4 and 5, � � � , and so on. Ifn > k, at this point the assignment is started overto the se
ond row (again skip the �rst row), i.e. as-signing rows k and 2 to the next sample 
ase, then

2003 Joint Statistical Meetings - Section on Survey Research Methods

4142



repeat the 
y
le but now with row in
rement 2, i.e.assigning rows 2 and 4, rows 4 and 6, rows 6 and8, � � � , and so on. The 
y
le with row in
rement 2should be done twi
e. The 
y
le with row in
rement3 are done three times, the 
y
le with row in
rement4 are done four times, � � � and so on until all sample
ases are paired with two rows in H . The row in
re-ment and 
y
les are re-set ba
k to 1 after we rea
hin
rement 10 (Finamore 2002).The rth 
olumn in H 
orresponds to the rth repli-
ate of SDRM. For the ith sample 
ase (i = 1; � � � ; n)and the rth repli
ate (r = 1; � � � ; k) 
al
ulate therepli
ate fa
tor, fir,fir = 1 + [2�3=2h(R1i;r)℄� [2�3=2h(R2i;r)℄;where subs
ripts R1i and R2i, respe
tively, denotethe row number for the �rst and se
ond rows fromthe assignment des
ribed above for the ith 
ase;h(R1i;r) is the entry of the (R1i; r)th 
ell of H as-signed to sample 
ase i; and similarly h(R2i;r) is theentry of the (R2i; r)th 
ell of H assigned to sam-ple 
ase i. Sin
e the value of (h(R1i;r); h(R2i;r)) willbe one of (1; 1); (�1; 1); (1;�1); (�1;�1), then thevalue of fir will be one of three values: 0.3, 1.0, 1.7.By the end of this pro
ess, ea
h sample 
ase willhave k repli
ate fa
tors. An SDRM repli
ate is thenprodu
ed by multiplying yi with fir.3. The 1993 National Survey of Col-lege GraduateThe 1993 NSCG is an NSF survey 
ondu
ted by theU.S. Bureau of Census. The target population ofthis survey 
onsists of s
ientists and engineers withat least a ba
helor's degree who (as of April 1, 1990)were age 72 or younger. Sampling frame was 
on-stru
ted from the 1990 De
ennial Census Long Formsample.The survey implemented a two-phase strati�edrandom sampling, where at the �rst phase, sam-ple of the Long Forms was drawn using a strati�edsystemati
 sampling, and at the se
ond phase, sub-sample of the Long Form 
ases was sele
ted througha strati�ed design with probability-proportional-to-size systemati
 sele
tion within strata. For varian
eestimation the Census Bureau 
reated 160 repli
ateweights through SDRM.Using some of the 1993 NSCG survey variableswe 
ompared varian
e estimates of totals, ratios(weighted means/proportions), and medians 
om-puted through the SDRM with those 
omputedthrough the Taylor Series method and the Ja
kknifemethod. For the Taylor Series estimation a sin-gle phase strati�ed sample design is assumed, where

strati�
ation variable used is the original samplingstrata used for the 1993 NSCG. For the Ja
kknifemethod, the original 1993 NSCG sample design isapproximated by a two-PSUs per stratum design.A Ja
kknife repli
ate was produ
ed by randomlydeleting one PSU within a stratum. For both theSDRM and Ja
kknife repli
ate weights, the weightshave been adjusted for nonresponse and poststrati-�
ation.The statisti
s being estimated are listed in Ta-ble 1. For ea
h of these statisti
s we 
al
ulated thepoint estimates and the varian
e estimates throughthe Taylor Series, Ja
kknife, and Su

essive Di�er-en
e Repli
ation methods. We then 
ompared thestandard errors (i.e. square-root of varian
es) by
al
ulating the relative di�eren
es de�ned asstderri � stderrbasestderrbase � 100%where the Taylor Series standard error was used asthe baseline. The results of relative di�eren
es arevisualized in Figure 1 for (a) total estimator, (b)ratio estimator, and (
) median.
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Figure 1: The relative di�eren
es of the 1993 NSCGstandard error estimates. Taylor Series (TS) wasused as the baseline. Legend: � = Ja
kknife, 4 =SDRMBased on the 1993 NSCG data, for the total es-timation (�gure (a)) the three varian
e estimationmethods agree to ea
h other ex
ept for variable num-ber 1 (grand total) and 11 (total non-s
ien
e). Forthe ratio estimation (�gure (b)), both SDRM andJa
kknife method produ
e either smaller or largerstandard errors than does the Taylor Series method,with the standard error of the SDRM tends to be
loser to those of Taylor Series. For the median
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Table 1: Variable Numbers and Labels for the Total, Ratio, and Median EstimatorsTotal Ratio MedianNo. Variable No. Variable No. Variable1 All Level 19 Prop.Unempl, Look for Job 34 Salary All Level2 Ba
helor 20 Prop.Empl, Job-Edu Smwhat Relat 35 Salary Ba
h.3 Master 21 Prop.Empl, Job-Edu Related 36 Salary Master4 Ph.D. 22 Prop.Empl, Job-Edu Not Related 37 Salary Ph.D.5 Prof. Degree 23 Mean Salary, All Level 38 Salary Prof. Deg.6 Other Degree 24 Mean Salary, Ba
h. 39 Salary Other Deg.7 Physi
al S
ien
e 25 Mean Salary, Master 40 Salary Physi
al S
i.8 Math/Comp S
ien
e 26 Mean Salary, Ph.D. 41 Salary Math/Comp S
i.9 So
ial S
ien
e 27 Mean Salary, Prof. Deg. 42 Salary So
ial S
ien
e10 Engineering 28 Mean Salary, Other Deg. 43 Salary Engineering11 Non-S
ien
e 29 Mean Salary, Physi
al S
ien
e 44 Salary Non-S
ien
e12 Employed 30 Mean Salary, Math/Comp. S
ien13 Unemployed 31 Mean Salary, So
ial S
ien
e14 Unemployed Ba
h. 32 Mean Salary, Engineering15 Unemployed Master 33 Mean Salary, Non-S
ien
e16 Unemployed Ph.D.17 Unemployed Prof. Deg.18 Unemployed Other Deg.estimation (�gure (
)), both SDRM and Ja
kknifemethod do not agree with the Taylor Series method.However, there is a tenden
y that the SDRM andJa
kknife method produ
e about similar standarderrors.4. Monte Carlo StudyTo further study the performan
e of the SDRM fornonlinear estimators and median, we 
arried outsimulation study under several di�erent hypothet-i
al populations. For ea
h population, whi
h willbe explained in the next se
tions, we repli
ate thesample 1,000 times. We 
ompared the SDRM vari-an
e estimator to the Taylor Series and the Ja
kknifevarian
e estimators based on the population used byKovar (1985, 1987).4.1 Hypotheti
al Populations and SamplesFor this simulation we used 30 strati�ed popula-tions as des
ribed in Kovar (1985, 1987). Withinea
h population we have 32 strata and two variables(X;Y ), where within stratum h;h = 1; � � � ; 32, the(Xh; Yh) is assumed to be distributed as bivariatenormal with parameters (�Xh; �Y h; �Xh; �Y h; �XY ).The 30 populations are distinguished by the di�erentvalues of these parameters and the stratum weight

Wh = Nh=N . For all populations, within ea
h stra-tum then we generate sample of size two.4.2 Parameters of Interest and the Estima-torsThe parameters being estimated are de�ned as fol-lows: (R = ratio, B = regression 
oeÆ
ient, C =
orrelation 
oeÆ
ient, M = median)R = �y=�x = ( 32Xh=1Wh�yh)=( 32Xh=1Wh�xh)B = P32h=1Wh[��xh�yh + (�xh � �x)(�yh � �y)℄P32h=1Wh[�2xh + (�xh � �x)2℄C = P32h=1Wh[��xh�yh + (�xh � �x)(�yh � �y)℄fSxx � Syyg1=2M = F�1(1=2)where Sxx = 32Xh=1Wh[�2xh + (�xh � �x)2℄Syy = 32Xh=1Wh[�2yh + (�yh � �y)2℄F (t) = 32Xh=1WhFh(t);
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and Fh(t) = P (Xh < t) is the distribution fun
tionof Xh.Let statisti
s 
al
ulated from a strati�ed samplebe de�ned as followst1 = 32Xh=1Wh 2Xi=1 xhi=2t2 = 32Xh=1Wh 2Xi=1 yhi=2t3 = 32Xh=1Wh 2Xi=1 xhiyhi=2t4 = 32Xh=1Wh 2Xi=1 x2hi=2t5 = 32Xh=1Wh 2Xi=1 y2hi=2:Then the estimates of R;B;C;M are 
al
ulated re-spe
tively bybR = t2=t1bB = (t3 � t1t2)=(t4 � t21)bC = (t3 � t1t2)=[(t4 � t21)(t5 � t22)℄1=2
M = F�1n (1=2)where Fn(t) = P32h=1WhFnh(t) and Fnh(t) =P2i=1 I(xhi � t)=2.4.3 Varian
e EstimatorsLet b� denotes the point estimate of interest 
om-puted from the full sample (in this work b� =bR; bB; bC;
M). For bR; bB; bC, the Taylor Series varian
eestimator is respe
tively given as follow:vT (b�) = 32Xh=1W 2h 2Xi=1(ehi � eh)2=2whereehi( bR) = (yhi � bRxhi)=t1ehi( bB) = [(2t1 bB � t2)xhi � t1yhi + xhiyhi� bBx2hi℄=s2xehi( bC) = [( bCt1sy=sx � t2)xhi + ( bCt2sx=sy � t1)yhi+xhiyhi � ( bCsy=2sx)x2hi � ( bCsx=2sy)y2hi�( bCsx=2sy)y2hi℄=sxsywhere s2x = t4 � t21 and s2y = t5 � t22. For the me-dian, we used Woodru� (1952) varian
e estimator

obtained by inverting the (1 � �)100% 
on�den
einterval for 
M , i.e.vT (
M) = �F�1n (:5 + z�=2sp)� F�1n (:5� z�=2sp)2z�=2 �2where s2p =P32h=1W 2hFnh(:5)[1� Fnh(:5)℄=(nh � 1),and z�=2 is the (1��=2) quantile of standard normaldistribution. In this simulation we used � = 0:05.In this study a Ja
kknife repli
ate was 
reatedbased on deleting the se
ond observation within astratum. Let b�k denotes the 
orresponding point es-timate 
al
ulated from the kth repli
ate. The Ja
k-knife varian
e estimator is de�ned asvJ(b�) = 32Xk=1(b�k � b�)2:For the SDRM we 
hose a Hadamard matrix oforder (32 � 32) to 
reate the 32 SDRM repli
ates.This matrix 
an be found in Wolter (1985). TheSDRM varian
e estimator is given as follow:vS(b�) = (4=32) 32Xk=1(b�k � b�)2:4.4 Evaluation MethodsThe simulation was 
arried out with 1,000 repli
a-tions. The mean squares error (MSE) of the estima-tor b� is 
omputed asMSE(b�) = 1000Xr=1(b�r � �)2=1000:For the rth repli
ate (r = 1; :::1000), we then 
al-
ulated the varian
e estimates under the jth method(j = 1; 2; 3), vjr(b�), as given in Se
tion 4.3. To studythe bias and stability of the jth varian
e estimators,respe
tively we used relative varian
e and relativestability as followsRel.Var(vj) = P1000r=1 vjr=1000MSE ;Stab(vj) = [P1000r=1 (vjr �MSE)2=1000℄1=2MSE :A value of relative varian
e equal to or 
lose to1 indi
ates that the varian
e estimator is less unbi-ased. A relative varian
e value greater than 1 indi-
ates that the varian
e estimator is positively bias.On the other hand, a value smaller than 1 indi
atesthat the varian
e estimator is negatively bias.The value of relative stability is 
al
ulated as avariability of the varian
e estimates to the MSE.Thus, the smaller the value, the more stable the vari-an
e estimator.
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Figure 2: The relative varian
e for (a) ratio, (b)regression, (
) 
orrelation, (d) median, for the 30populations. Legend: � = TS, � = Ja
kknife, 4 =SDRM4.5 Simulation ResultsFigure 2 presents the relative varian
e for (a) ratioestimator, (b) regression 
oeÆ
ient, (
) 
orrelation
oeÆ
ient, and (d) median, for ea
h of the 30 pop-ulations. The horizontal line a
ross the y-axis atpoint 1.0 
an be used as a baseline to indi
ate thebiasness of the varian
e estimator. The 
loser therelative varian
e to this line, the more unbiased isthe estimator.Figure 3 presents the relative stability for (a) ratioestimator, (b) regression 
oeÆ
ient, (
) 
orrelation
oeÆ
ient, and (d) median, for ea
h of the 30 pop-ulations.Based on the relative varian
e and relative stabil-ity, for non-linear statisti
s su
h as the ratio esti-mator (�gure (a)), regression 
oeÆ
ient (�gure (b)),and the 
orrelation 
oeÆ
ient (�gure (
)), the threemethods seem to agree to ea
h other. It is knownthat the Ja
kknife and Taylor Series varian
e es-timators are 
onsistent and asymptoti
ally equiva-lent for linear and smooth non-linear statisti
s (Shao1996). Thus based on our limited simulation, forthese statisti
s the SDRM varian
e estimator is 
om-parable to the Ja
kknife and Taylor Series estima-tors.For the median estimator, there is a substantialvariation between the SDRM and the Ja
kknife,with the SDRM is 
loser to the Taylor Series thanthe Ja
kknife. The SDRM is 
omparable to the Tay-lor Series method; while the Ja
kknife method pro-du
es positive bias and unstable varian
e estimates.
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Figure 3: The relative stability for (a) ratio, (b) re-gression, (
) 
orrelation, (d) median, for the 30 pop-ulations. Legend: � = TS, � = Ja
kknife, 4 =SDRM5. Con
lusionThe Taylor Series, Ja
kknife and the Su

essive Dif-feren
e Repli
ation methods perform equivalentlyfor the varian
e of total estimator. The SDRM fornon-linear statisti
s is 
omparable to the Taylor Se-ries and Ja
kknife methods. Moreover, the SDRMfor a non-smoth fun
tion su
h as median is 
ompa-rable to the Taylor Series method.This study was based on a spe
i�
 �nite popula-tion and/or a limited setting of the simulation. Dif-ferent setting or �nite population may result in dif-ferent 
on
lusions. Further investigation under dif-ferent simulation setting (sample design, underlyingpopulation, et
.) need to be 
arried out to get a 
om-plete understanding of the performan
e of the Su
-
essive Di�eren
e Repli
ation Method. Theoreti
alanalyti
al investigation 
an also give a 
lear pi
tureof this method.6. Referen
esFay, R. E. and Train, G. F. (1995), \Aspe
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