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1. **INTRODUCTION**

Statistical disclosure control requires techniques that balance the requirements of protection of respondents’ privacy and dissemination of information. In microdata set containing information on individual respondents, we assume that variables can be divided into two groups: key variables that are assumed to be known to data intruders from publicly available sources, and nonkey variables that are not publicly available and include potentially sensitive information about respondents. Key variables $X$ are treated as categorical and form a multi-way contingency table with $K$ cells. A particular set of values of key variables defines a *key cell*. Cells containing $s \leq 5$ cases, where $s$ is a pre-specified sensitivity threshold (e.g., three or five), are considered *sensitive cells*, Cases belonging to sensitive cells are called *sensitive cases*, and are considered to have a significant risk of disclosure.

Our focus here is on statistical disclosure control (SDC) techniques that provide protection to sensitive cases. Existing SDC methodologies include global recoding, local suppression, data swapping, micro-aggregation, and post randomization (PRAM). These techniques are model-free and somewhat ad-hoc. Model-based SDC techniques replace observed values of the data by predictions based on a statistical model. The added statistical uncertainty from these modifications can be reflected by releasing multiple independently modified data sets and using multiple imputation methods of inference (Rubin, 1987). In particular, Rubin (1993) proposes to build an imputation model from the sample data, and predict nonsampled values of survey variables in the population; this imputation is repeated independently $D > 1$ times, and a sample from each of the $D$ imputed populations is released to the public. This methodology has several strengths, such as valid inferences under well-specified

imputation models; a convenient measure of information loss due to modification of the original data; and a high protection of protection of respondents. A drawback of the method is the need to build a statistical model for the survey variable for the whole sample – a formidable task for large survey data sets. Quality of inferences from the synthetic MI data sets depends on how well this large model is specified. Since data intruders use keys to identify their targets, to impede their identification process and fulfill our purpose of protection, it may be sufficient to restrict MI to a subset of values of the key variables (Little, 1993). This simplifies the imputation task, and reduces the sensitivity of inferences to model misspecification. This article develops this idea through a method we call *Selective Multiple Imputation of Keys (SMIKe)*. In SMIKe, only the values of key variables in a subset of cases – namely, sensitive cases mixed with a subset of nonsensitive cases – are imputed. Thus, instead of releasing samples of the imputed population data set, we release the sample data with values of key variables for some cases replaced by multiply imputations. The selective aspect of SMIKe limits information loss and allows satisfactory inferences without the need for a large and highly accurate model.

2. **AN OVERVIEW OF SMIKe**

Suppose in a data set, $x$ is the key with $K$ categories/cells formed by key variables $X, Y$ is a vector containing $q$ nonkey variables, $s$ is a chosen sensitivity threshold and $n_{sen}$ is the total number of sensitive cases SMIKe consists of the following steps:

1. **Selection of nonsensitive cases.** For each sensitive case $i = 1, \ldots, n_{sen}$ ($i \in$ cell $S_i$), select a mixing set $M_i$ (of pre-specified size $n_{mix}$) of cases from nonsensitive cell(s) $C_i$ that are close to the sensitive case with respect to $Y$. The mixing sets for sensitive cases may overlap. The value of $n_{mix}$ may vary from case to case according to case sensitivity, but for simplicity, we choose the same value $n_{mix}$ for all sensitive cases. $n_{mix}$ serves as a tuning parameter to balance gains in protection against information loss. We define the following pooled sets of cases:

$$M = \bigcup_{i=1}^{n_{sen}} (M_i \cup i) \text{ and } C = \bigcup_{i=1}^{n_{sen}} (C_i \cup S_i),$$
where $C$ consists of $n$ cases in $K^*$ cells, and $\mathcal{M}$ is a subset of $n^* (< n)$ sensitive and mixing cases from $C$ that are subject to imputation of keys.

2. **Construction of an imputation model for keys.** A necessary condition for valid inferences from the multiply imputed data sets is that the masking mechanism in SMiKe is “masked at random (MAR)” in the sense defined by Little (1993). Suppose $y$ is a subset of $Y$ with dimension $p \leq q$ and $\hat{x}$ is the predictive value of $x$. If the imputation model $p(\hat{x}|y, \mathcal{M})$ is built on $\mathcal{M}$, the requirement of MAR is fulfilled. However, since $\mathcal{M}$ is usually a small set, it is more efficient to build the imputation model using a larger data set $C$ (the imputation model could be based on the full data set, but it seems more direct to restrict the model to key cells involved in the imputation). By Bayes’ rule, we have

$$
p(\hat{x} = k_1|y, \mathcal{M}) \propto p(\hat{x} = k_1, y|\mathcal{M})
$$

where $p(\hat{x} = k_1|y, \mathcal{M})$ is the likelihood and $p(\hat{x} = k_1|\mathcal{M})$ is the prior odds. If the likelihood is based on $C$, that is, $\frac{p(\hat{x} = k_1|y, \mathcal{M})}{p(\hat{x} = k_1|\mathcal{M})}$ in above equation is replaced by $p(\hat{x} = k_1, C)$, then efficiency of inferences from the imputed data is increased without destroying the MAR mechanism. $p(\hat{x}|y)$ can be re-written as $\int p(\hat{x}|\theta, y) p(\theta|y) d\theta$. Thus to draw $\hat{x}$ from its posterior predictive distribution, we first draw $\theta$ from its posterior distribution given the data in $C$ or $\mathcal{M}$ (components of $\theta$ appearing in the likelihood part of the posterior distribution given data $C$, and that in the prior odds part are drawn from their posterior distribution given data $\mathcal{M}$). A noninformative prior distribution for $\theta$ such as the Jeffreys’ prior is suggested in the absence of strong prior information. Since $x$ is treated as categorical, a natural imputation model for $p(\hat{x}|y)$ (ignoring refinements to reflect clustering in the sample design) is the multinomial logit model. A computationally less onerous alternative when $y$ is continuous is to fit the general location (GL) model (Olkin and Tate, 1961), as discussed in the next section.

3. **Multiple Imputation of Keys.** Independently draw $D$ sets of $\hat{x}$’s for each of the $n^*$ cases in $\mathcal{M}$ from the model.

4. **Assessment of information loss and protection and release of MI data.** Combine each imputed set of $\hat{x}$ with other nonimputed variables, and assess protection and information loss in these $D$ SMiKe data sets. If the requirements of information loss and protection are satisfied, release these $D$ data sets; Otherwise, go back to Step 1 with a modified selection plan and an adjustment of $n_{mix}$ if necessary.

3. **SMiKe FOR CONTINUOUS $y$**

We now discuss the steps of SMiKe in more detail. We focus on the special case where the nonkey variables $y$ are continuous, while outlining extensions to other situations.

3.1 **Selection of nonsensitive cases**

We propose to choose mixing cases for a sensitive case $i$ that are as similar as possible to $i$ in terms of the nonkey variables $y$. Intuitively, imputing keys within relatively homogeneous sets of cases has the virtue of tending to distribute the multiply imputed cases over the set of sensitive and nonsensitive key cells in the mixing set, thus promoting the mixing of sensitive and nonsensitive cases, and increasing protection.

If the nonkey variables are continuous and approximately normal, a natural measure of closeness between cases $i$ and $j$ is the Mahalanobis distance (MD) $(y_i - y_j)^T S^{-1} (y_i - y_j)$, where $S^{-1}$ is the pooled sample covariance matrix. There is considerable flexibility in how mixing sets might be chosen; we consider two variants of selection based the closeness measure, global selection (GS) and local selection (LS).

GS places no restriction on the set of nonsensitive key cells that contribute to the mixing set. It computes the distance between sensitive case $i$ and each nonsensitive case $j$ and then chooses the $n_{mix}$ closest nonsensitive cases in terms of the closeness measure. LS restricts the set of key cells that contribute to the mixing set. It first picks $Q (\geq 1)$ nonsensitive cell(s) that are closest to a sensitive case $i$ as measured by the distance between $y_i$ and the cell means. The cells are chosen so that they contain at least $n_{mix}$ cases. LS then selects $n_{mix}$ closest cases within these $Q$ cells to be the mixing set for case $i$. The mixing sets can be further constrained to avoid information loss for particular analyses, for example, by preserving the margins of tables formed by a subset of key variables. LS may involve less computation than GS and also involves less information loss for some analyses by restricting the mixing set to a smaller set of cells. On the other hand, GS may provide better protection, since sensitive cases are mixed with cases from a wider range of key cells.

3.2 **Construction of an imputation model for keys**

With continuous $y$, the GL model is defined in terms of the marginal distribution of $x$ and conditional distribution of $y$ given $x$:

$$
p(x_i = k|\mathcal{M}) = \pi_k, \text{ where } k = 1, \ldots, K^*, \sum_k \pi_k = 1
$$

$$
p(y_i|x_i, C) \sim N_p(\mu_{x_i}, \Sigma) \text{ for } i = 1, \ldots, n.
$$
A transformation of $\mathbf{y}$ might improve the fit of the model, which assumes $\mathbf{y}$ is normal with a constant within-cell covariance matrix. Another possible model is the extended general location (EGL) model (Liu and Rubin, 1998), where covariance matrix does not have to be constant and normal distribution may be replaced by other distributions. If the cases $i = 1, \ldots, n$ are not independent, as in multistage samples, we may need to modify the GL model to incorporate correlation among cases. Denote the parameters in the model by $\boldsymbol{\theta} = \{\pi_1, \ldots, \pi_{K^*}, \mu_1, \ldots, \mu_{K^*}, \Sigma\}$. The log-likelihood for the GL model is $L(\boldsymbol{\theta}) = -\frac{1}{2} |\Sigma| + \sum_{k=1}^{K^*} n_k \log(n_k) - \frac{1}{2} \sum_{k=1}^{K^*} \sum_{i=1}^{n_k} (y_i - \mu_k)^T \Sigma^{-1} (y_i - \mu_k)$, where $n_k$ is the number of observations in cell $k$ and $n_k^*$ is the number of selected observations in cell $k$. If Jeffreys’ prior is used, $p(\boldsymbol{\theta}) \propto \prod_{k=1}^{K^*} n_k^{-\frac{1}{2}} |\Sigma|^{-\frac{n_k+1}{2}}$, then the posterior distribution of $\boldsymbol{\theta}$ is

$$[\pi|\text{Data}] \sim \text{Dirichlet}(n_1 + 1, \ldots, n_{K^*} + 1, 1)$$

$$[\Sigma|\pi, \text{Data}] \sim \text{Inv }-\text{Wishart}(S, n - K^*)$$

$$[\mu_k|\pi, \Sigma, \text{Data}] \sim N_p(\bar{y}_k, \Sigma/n_k) \text{ for } k = 1, \ldots, K^*,$$

where $\pi = (\pi_1, \ldots, \pi_{K^*})^T$, $\mu_k = (\mu_{1k}, \ldots, \mu_{K_k})^T$, $S$ is the pooled sample covariance matrix of $n$ cases, and $\bar{y}_k$ is the sample mean of $\mathbf{y}$ in cell $k$. The full conditional posterior predictive distribution of $\tilde{x}_i$ for case $i = 1, \ldots, n^*$ is given by

$$p(\tilde{x}_i = k|\boldsymbol{\theta}, \text{Data}) = \frac{n_k \exp(\omega_{ik})}{\sum_{k'=1}^{K^*} n_{k'} \exp(\omega_{ik'})} \text{ for } k = 1, \ldots, K^*,$$

where

$$\omega_{ik} = \bar{y}_i^T \Sigma^{-1} \mu_k - \frac{1}{2} \mu_k^T \Sigma^{-1} \mu_k \text{ (similarly for } \omega_{ik'}).$$

### 3.3 Multiple imputation of keys

Given $\mathbf{y}$ and drawn parameters $\boldsymbol{\theta}$, we can calculate $\omega_{ik}$ by Eqn. [3] and independently draw $D > 1$ time of $\tilde{x}_i$ from the set $\{1, \ldots, K^*\}$ with the probabilities given in Eqn. [2] for $i = 1, \ldots, n^*$. Inferences, procedures for hypothesis testing and other problems from SMiKe data are based on standard MI methods, as discussed in Rubin (1987), Little and Rubin (2002) or Schafer (1997). In particular, suppose $\theta$ is a scalar parameter of interest. In each data set $d (d = 1, \ldots, D)$, we can calculate the estimate $\hat{\theta}_d$ of $\theta$ and the estimated variance $V_d$ of $\hat{\theta}_d$. Based on these quantities, $W = \sum_{d=1}^{D} V_d / D$ (within variance), $B = \sum_{d=1}^{D} (\hat{\theta}_d - \bar{\theta})^2 / (D - 1)$ (between variance) and $T = W + (1 + \frac{1}{D})B$ (total variance) can be calculated, where $\bar{\theta} = \sum_{d=1}^{D} \theta_d$ and $1 + \frac{1}{D}$ is a correction factor for small $D$.

Strictly speaking, standard MI theory does not apply to these inferences, since the parameters are drawn from the complete data prior to masking, rather than the incomplete data with values of $\mathbf{x}$ masked. Since the posterior distribution of the parameters is based on more information than in standard missing-data application of MI, and the amount of imputation is modest, we expect the MI inferences to be slightly conservative. This conjecture is consistent with results from simulation studies, to be reported elsewhere in the interests of space.

### 3.4 Assessment of information loss and protection

In order to assess the performance of SMiKe, we need measures of information loss and of reduction of disclosure risk from the masking procedure. Information loss varies for different analyses, and hence might be computed for a range of analyses of interest. Our measure of information loss for inference about a particular parameter $\theta$ is the fraction of missing information from MI theory (Rubin 1987), which is given by the expression

$$\gamma = (1 + \frac{1}{D}) \frac{B}{T} \Gamma(\gamma \in [0,1])$$

Measurement of disclosure risk is difficult, since it requires conjectures about the behavior of the intruder. In SMiKe the difficulties are compounded by the release of MI data sets. We first discuss the measure of disclosure risk in the original data set ($R_{\text{orig}}$), then present two empirical approaches to measure disclosure risk in SMiKe data ($R_{\text{smike}}$). In the original data, disclosure risk associated with a case $i$ in a cell $k$, $R_{ki}$, is defined as

$$R_k = \sum_{i=1}^{n_k} R_{ki},$$

the sum of the disclosure risk of cases in that cell. (Another possibility is $R_k = 1/n_k$ and $R_{ki} = 1/n_k^2$, which assigns more risk to unique cases, but has a less direct interpretation). If $C_1, C_2, \ldots, C_s$ are respectively the numbers of unique, 2-case, \ldots, $s$-case cells, then

$$R_{\text{orig}} = \sum_{k=1}^{K^*} \sum_{i=1}^{n_k} R_{ki} = \sum_{k=1}^{K^*} R_k = C_1 + C_2 + \ldots + C_s,$$

which is the number of sensitive cells.

We consider two measures of $R_{\text{smike}}$. For both measures, we assume that (a) the data intruder’s target is in the released data set; (b) the data intruder
holds the correct key for his target; and (c) the data intruder identifies his target by matching the target’s key with those of the cases in the data set. Our simpler approach is to first calculate disclosure risk \( R_i^d(d = 1, \ldots, D) \) in each of the \( D \) data sets, then average \( R_i^d \) over the data sets. That is,

\[
R_i^{(\text{smike})} = \frac{\sum d R_i^d}{D} \tag{8}
\]

To obtain a measure of \( \hat{R}_i^d \), suppose the intruder knows the value of the key for a particular target case \( i \). In the imputed data set \( d \), case \( i \) gets imputed into cell \( k \) with \( m_k \) cases, that is, \( x_i = k \). Thus the disclosure risk on case \( i \) in the imputed data set \( d \) is

\[
\hat{R}_{ik} = \begin{cases} 
0 & \text{if } k \neq k_i; \\
\frac{1}{m_k} & \text{if } k = k_i \text{ and } m_k > s; \\
0 & \text{if } k = k_i \text{ and } m_k \leq s.
\end{cases}
\]

That is, there is assumed to be no disclosure risk if case \( i \) is imputed out of its original cell \( k \); if it remains in its original cell, then the disclosure risk is computed in the same way as for the original data set, based on the number of cases in cell \( k \) in the imputed data set. The resulting measures of risk for cell \( k \) is

\[
\hat{R}_{ik}^d = \begin{cases} 
0 & \text{if } m_k = 0 \text{ or } m_k > s; \\
\frac{u_{\text{nat},k}}{m_k} & \text{if } 0 < m_k \leq s.
\end{cases}
\]

where \( m_{\text{nat},k} \) is the number of cases in cell \( k \) whose original keys are \( k \). Thus, \( m_k - m_{\text{nat},k} \) represents the inflow to cell \( k \) from other cells in the \( d \)-th imputed data sets. The summation of disclosure risk over all the key cells gives the measure \( \hat{R}_i^d \). Averaging over data sets as in Eqn. [8] gives the final measure \( R_i^{(\text{smike})} \).

The measure \( R_i^{(\text{smike})} \) is easily understood and calculated, but averaging the risk over the multiply-imputed data sets may not reflect how a sophisticated data intruder picks a case as the target from the \( D \) data sets, taken in aggregate. Our second measure of disclosure risk \( R_2^{(\text{smike})} \) is intended to model the selection of the possible target by an intruder with more sophisticated statistical analysis or tools. To define \( R_2^{(\text{smike})} \), consider the two-way cross-tabulation of the keys and cases in Table 1, where \( e_{ik} (i = 1, \ldots, n^*, k = 1, \ldots, K^*) \) is the number of MI data sets (\( \leq D \)) with \( x_i = k \). Thus, for each sensitive case, the collection of \( D \) MI data sets yields a sample from an independent multinomial distribution with row margins fixed at \( D \). Hence \( P_{ijk} = e_{ij}/e_{ik} \) estimates the conditional probability that case \( i \) is a unique sensitive case in target cell \( k \), given that there is a single sensitive case in that cell. We assume that the data intruder picks as the target the case with the maximum \( P_{ijk} \) among all cases. If there are \( u_k \) cases sharing the maximum, he randomly picks one from them with the probability \( 1/u_k \). This rule is optimal in that it minimizes the expected loss with the binary loss function (loss = 0 if the decision is right, loss = 1 if it is wrong). Based on this selection rule, we measure the disclosure risk associated with sensitive case \( i \) with true key \( k \) as follows:

\[
R_{ik2} = \begin{cases} 
0 & \text{if } P_{ijk} \neq \max_j \{P_{ijk} \} \text{ or } u_k = 0; \\
0 & \text{if } P_{ijk} = \max_j \{P_{ijk} \} \text{ and } u_k > s; \\
\frac{1}{u_k} & \text{if } P_{ijk} = \max_j \{P_{ijk} \} \text{ and } u_k \leq s.
\end{cases}
\]

This leads to the following measure of risk for sensitive cell \( k \):

\[
R_{k2} = \begin{cases} 
0 & \text{if } u_k > s \text{ or } u_k = 0; \\
\frac{1}{u_k} & \text{if } 0 < u_k \leq s.
\end{cases}
\]

where as above, \( u_{\text{nat},k} \) is the number of cases among \( u_k \) whose original keys are \( k \). Summation of \( R_{ik2} \) over all the sensitive cells gives our second measure of disclosure risk, \( R_2^{(\text{smike})} \).

For either measure of disclosure risk, \( R_1^{(\text{smike})} \) or \( R_2^{(\text{smike})} \), we measure the protection from SMIKe by the reduction of disclosure risk

\[
P_t = \frac{R^{(\text{orig})} - R^{(\text{smike})}}{R^{(\text{orig})}} = 1 - \frac{R_t^{(\text{smike})}}{R_t^{(\text{orig})}} (P_t \in [0, 1]) \text{ for } t = 1, 2,
\]

with the interpretation that disclosure risk is reduced by (100 · \( P_t \))% by SMIKe. The absolute disclosure risk is also of interest in applications, but the relative reduction is more useful for measuring the trade-off between information loss and protection.

The above measures of disclosure risk would not be applicable to a data intruder interested in aggregate information, such as the mean of an outcome in a cell. Other measures of disclosure risk might also be developed based on alternative assumptions about intruder behavior.

### 4. A SMALL APPLICATION

Simulation studies of the proposed method will be reported elsewhere, in the interests of space. We illustrate the method on a subset of data from the 1995 panel of the Alameda County Health and Ways of Living Survey (AC-hawks) (ref). We select a subset of
$n = 1349$ cases with positive responses to two variables, “volunteer?” and “currently employed at paid job?”. We divide the cases into 3 groups – group 1 with data on “volhrs” only ($n_1 = 361$), group 2 data on both “volhrs” and “emphrs” ($n_2 = 828$), and group three with data on “emphrs” only ($n_3 = 160$). Key cells and imputation models are constructed within each group. We designate five variables as keys: “age” (recoded into 6 categories), “sex” (2), “race” (9), “retired?” (2) and “student?” (2); and choose two continuous nonkey variables – $y_1=$“hours working as volunteer per week (volhrs)” and $y_2=$“hours working as employee per week (emphrs)”. The sensitivity threshold $s$ is set at three and LS is used as the selection plan with $n_{mix} = 5$ for all sensitive cases. The number of sensitive cells and their mixing cases and cells are given in Table 2. Note that even when the number of sensitive cases is large, the number of mixing cells in $C$ can be small due overlap in the mixing sets of sensitive cases. Before constructing the GL models, a logarithm transformation is applied to $y_1$ to correct for right skewness. For simplicity, we assume independence of the respondents though they are stratified into three cities). Therefore, in group 1, $y = \log(y_1)$, $\mathbf{y} = (\log(y_1), y_2)^T$ in group 2 and $\mathbf{y} = y_2$ in group 3. Thus, three GL models are fitted to cases in $C$ respectively in three groups and keys of cases in $M$ are imputed independently for $D = 10$ times.

The parameters we choose for assessing information loss are from three sources: means of $y$ in mixing cells (separately in each group) used in SMIME, coefficients from a logistic regression (on data set $D$) of $Z_1 =$“health in general” on 24 independent variables (19 variables selected by back-elimination procedure plus five key variables), and coefficients from a logistic regression of $Z_2 =$“mental health” on 21 variables (16 variables selected by backward elimination procedure plus five key variables). $Z_1$ and $Z_2$ are two health indexes of broad interest to analysts of AC-hawls data which are not used in the imputation model. Both $Z_1$ and $Z_2$ have 4 categories in the order of “1=excellent, 2=good, 3=fair, 4=poor”, and proportional odds logit model is fitted to each of them. There are 37 parameters in the regression of $Z_1$, and 46 in the regression of $Z_2$ (we recoded “race” to five categories and “age” to 4 categories to solve the multicollinearity problem among some of independent variables). When measuring protection, $D$ is treated as an entity and the overall protection given by SMIME is assessed by both $P_1$ and $P_2$. The results are presented in Table 3 and Figure 1, where Table 3 shows the effects of SMIME on $D$ in terms of both information loss of the means of the mixed cells and protection and Figure 1 shows the information loss of the parameters from the two logistic regressions (all the measures are Monte-Carlo estimates based on 500 repetitions).

| Table 2: Counts of Sensitive and Mixing Cases and Cells in Three Groups |
|---------------------------|---------------------|---------------------|
| group | sensitive cell | mixing cell in $M$ | # of cases in $M$ | # of cases in $M$ |
| unique | 2-case | 3-case | # of cells | # of cases |
| 1 | 16 | 10 | 6 | 33 | 75 |
| 2 | 15 | 4 | 2 | 5 | 26 | 59 |
| 3 | 32 | 22 | 3 | 46 | 131 |

The protection provided by SMIME is 0.987(0.004) and 0.978(0.016) respectively in $P_1$ and $P_2$; that is disclosure risk is reduced by $\sim 98\%$. There are at least two reasons for this favorable results. One is the large number of categories in the keys, which results in dispersal of the sensitive cases over a large set of cells of $x_i$; The second reason lies in matching of each sensitive case to cases in its mixing set, which promotes mixing. Given the large reduction in disclosure risk, the performance of SMIME in terms of information loss is impressive. In Table 3, when the selected nonsensitive cell is large in size, information loss of the cell mean is modest ($<9\%$). In both proportional odds logistic regressions, there are three parameters (1 ~ 3) for intercepts, 10 parameter (4 ~ 13) associated with key variables; the others are coefficients for other variables. The figures shows that information loss for the parameters associated with key variables are high ($\sim 20\%$ to $\sim 40\%$) and that for the intercepts and coefficients of the nonkey variables is negligible. One explanation of this is that 4 out of 5 key variables

| Table 3: Information Loss vs. Protection in SMIME-treated D |
|-----------------|-----------------|-----------------|
| group | Info Loss ($\mu_1$) | Protection ($\mu_2$) | Cell in C |
| 0.20(0.068) | 0.08(0.033) | 0.04(0.021) | 0.01(0.005) | 0.06(0.028) | 0.16(0.068) | 0.18(0.090) | 0.02(0.030) | 0.03(0.015) | 0.07(0.033) | - | 0.11(0.042) | 0.06(0.029) | 0.07(0.034) | 0.05(0.025) | 0.03(0.017) | 0.01(0.005) | 0.01(0.001) | 0.06(0.040) | 0.08(0.032) | 0.00(0.002) | 15 | 211 |

*Number of mixing cases in $C$. Some sensitive cases select the same mixing cell, but choose mixing cases from the cell with or without overlap. This is why n(use) in some cells are greater than the prespecified “$n_{mix} = 5$” after the combination step.
SMIK has the following attractive features: 1. Practical feasibility. Software for SMIK is extensively available, and SMIK limits the number of sensitive cases and their mixing sets used for statistical analysis. 2. Efficient implementation, suggesting that SMIK can achieve major gains in disclosure protection and still preserve a large amount of information for statistical analysis.

5. DISCUSSION

SMIK is in an early stage of development, and more work is needed to implement the method in large-scale survey settings to develop models that accommodate mixed variable types and clustering in the decision-theoretical approach suggested by Duncan and Lambert (1986), which is based on specification of some loss function and its expectation over a probability distribution of possible target values.

This approach becomes complicated quickly, and it is unclear whether it is a good model for practice for future use. Our initial simulation studies of the method are promising, but theoretical and empirical studies of the method are needed and are currently in progress.