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I. Introduction

A major concern of the Census Bureau ishow to
compensatefor information thatismissing for individual s
interviewed by either the decennial census or by one of
the many surveys the Bureau conducts. This missing
information may be due to refusal to answer a particular
guestion or that the information is not consistent with
other data and; therefore, failsan edit check. The Census
Bureau currently fills in a large part of the missing
information using a hot-deck method of imputation. This
method matches a data record containing missing data
with adonor within the same datafile that does not have
missing data (Stiller. etal., 1998). A matchismadeusing
a set of variables whose values are both present and
identical on both theimputed and the donor records. The
missing datais then replaced with the data found on the
donor record.

The purpose of our research is to test an
alternative method of imputation in an attempt to find a
method that better preserves  multi-variable
relationships. Inour analysis, wetest what werefer to as
our flexible matching method of imputation (Long, 1992).
Ourflexible matchingimputati on procedurecombineshot-
deck imputation with model-based techniques. The
procedure performs hot-deck imputation by matching a
datarecord with missing values to a donor record. The
match is made on a set of matching variables whose
values on the missing data record are the same as those
on the donor record. The matching variables are ranked
fromhighest to lowest priority. If a match can not be
made using all of the matching variables, the lowest
priority variable is dropped and a match is attempted
using the remaining matching variables. Thisprocessis
repeated until either amatchismadeor all of the matching
variables are dropped. Even though we find it to be
extremely rare that a match can not be made with at least
one of the matching variables, a default set of matching
variables can be declared to ensure that there will be a
match.

When matching on variables in a hot-deck
imputation procedure, we find it sometimes difficult to
meke an exact match. This is especialy true for
continuous variables. The current hot-deck procedure
handles this problem by coding the values of a variable

into predefined categories and performing the match on
the category values. The categoriesare based on subject
matter constraints and the need to ensure that adonor is
found. Our flexible matching imputation procedure
automatically codes the continuous variable valuesinto
their corresponding decilesand perf ormsthe match based
onthedeciles. Bothimputation procedureslook for direct
matches on categorical variables. When a match is not
found, the current hot-deck procedure uses a set of cold-
deck valuestoreplacethe missing valuesof adatarecord.
With our flexible matching procedure, we drop the least
important matching variable and continue to try to find a
donor using the remaining matching variables. This
processisrepeated until adonor isfound.

The current hot-deck imputation proceduretries
to find a donor record that is closest in geographical
location to that of the missing data record. With our
flexible matching procedure, geographical location is not
aconstraint in the matching.

Themaodel-based portion of theflexiblematching
imputation procedure determines the matching variables.
For each variable that has missing values, a regression
model isfitted to the set of datarecordsthat do not have
any missing values. We refer to the set of nhonmissing
data records as the fully observed data. For missing
continuous variables, a multivariate linear regression
model is fitted. For each missing categorical variable, a
polytomouslogit model isfitted. A stepwiseprocedureis
used to find the regression model that best predicts the
valuesfor the missing data. The first predictor variable
placed in the model is the most important matching
variable, the second predictor variableadded to the model
is the second most important matching variable, and soon
for the third, fourth, and remaining predictor variables.

Theset of matching variablesused inthe current
hot-deck method are usually predetermined by subject
matterand donor availability considerations. Becauseour
flexible matching imputation procedure uses the best
predictors of the missing variable found in the data, we
will try to show that our flexible matching procedure is
better at preserving multi-variable relationships that
appear in the data.

I1. Analysis

For our analysis, we use data collected by the
1999 American Community Survey (ACS). The Census
Bureau devel oped the ACSto replace thelong form of the



2010 Census. Asopposed to the censuslong formwhich
collects data every ten years, the ACS will collect
demographic, housing, social and economic information
every yearfor all statesaswell asall citiesand other areas
of 65,000 or more.

For our evaluation, wewant to chooseavariable
that has a higher percentage of missing casesin relation
to other variables, onethat isapplicableto alarge portion
of the data, and onethat will show strong relationshipsto
other data variables. We find that the wages and salary
variable supplied on the 1999 ACS is a good candidate.
From this point on, we will refer tothisvariableaswages.

In our analysis, wewant to comparetheimputed
wages valuesderived fromthecurrent hot-deck procedure
performed by the Census Bureau with theimputed values
derived from our flexible matching procedure. Weperform
this by comparing the mean wages taken from both the
hot-deck and flexible matching imputed datato the those
of the fully observed data.

To further the comparison, we also derive
imputed wages vaues directly from fitted multiple
regression models. Themodelsessentially havethe same
predictor variables as those determined to be matching
variables by the flexible matching procedure. In an
attempt to obtain the best fitted models for the both the
flexible matching and the direct model procedures, we fit
modelsthat predict the cubed roots of the wages. This
transformation of wages to their cubed roots increased
thefit of themodel by decreasing the effect that extremely
large wages had on the model. We also include two
variable interaction terms in the models to also increase
the fit.

The set of datathat we usein our analysisisall
reference persons who worked within the last twelve
months taken from theentire 1999 ACS. Thetotal number
of recordsis 78,851 in which 9,667 or 12.3% are missing a
value for wages. We divide this data into three sets
based on tenure: 1) reference persons who are owners

with monthly mortgage payments, 2) reference persons
who are owners with no mortgage payments, and 3)
referencepersonswho arerenters. Webreak thedatainto
these three categories because each category contains
information that is unique.

We use variables, such as tenure, in our
imputation that have not yet been imputed in the current
hot-deck procedure at the time that wages are being
imputed. Our argument for using variablesthat may have
missing valuesisthat these variables have proven to be
important in determining valuesfor themissing wages. By
leaving out the variable, the information from the records
that have values for the variable istotally ignored. Inthe
case of tenure, 0.12% of the records with amissing value
forwagesisalso missingtenure. By not using tenure, the
information for 99.88% of the recordsis not being used.
Those reference persons who do not fall into one of the
three categories or have a missing value for tenure are
ignored in our analysis.

Table 1 givesthematching variablesby rank that
are used by our flexible matching procedure for imputing
wages for owners who have amortgage. The reason the
table showsthree setsof matching variablesisthat two of
the variables used as matching variables are not given a
value for missing data until wages have been imputed.
Thesetwo variables are monthly mortgage payment and
property value of the house. As can be seen, they are
important matching variables when present. We let the
flexible matching procedure find the default number of
matching variables which is five. Matching variable
names that are preceded by an asterisk indicatethat these
variables are also used inthecurrent hot-deck imputation
procedure. The numberin parenthesisat the end of each
column title is the number of data records needing
imputation for wagesin that category. Table2 showsthe
same information forownerswho do not have amortgage
and Table 3 shows the information for renters.

Tablel. Matching Variablesfor Ownerswith a Monthly Mortgage Payments

Rank Monthly M ortgage Payment Monthly M ortgage Payment Monthly M ortgage Payment and
Present (2,748) Missing (514) Property ValueMissing (352)
1 * Self-employed Property Value * Self-employed
2 Monthly Mortgage Payment * Self-employed Level of Education
3 * # of WeeksWorked per Year | * # of Hours Worked per Week * # of Weeks Worked per Y ear
4 Level of Education * # of Weeks Worked per Y ear * # of Hours Worked per Week
5 * # of Hours Worked per Week Level of Education * Sex of Person




Table2. Matching Variablesfor Ownerswith No

M ortgage Payments
Rank Property Value Property Value
Present (1,327) Missing (783)
1 * Self-employed * Self-employed
2 * # of Hours Worked * # of Hours Worked
per Week per Week
3 Property Value Level of Education
4 * # of WeeksWorked | * # of Weeks Worked
per Year per Year
5 Level of Education *Sex of Person

Table3. Matching Variablesfor Renters

Rank Monthly Rent Monthly Rent
Payment Present Payment Missing
(3,223) (335)
1 * Self-employed * Self-employed
2 * # of Weeks * # of Weeks
Worked per Year Worked per Year
3 Monthly Rent Level of Education
Payment
4 * # of Hours * # of Hours
Worked per Week Worked per Week
5 Level of Education * Age of Person

Other variables that are not picked as matching
variables by our flexible matching procedure are mode of
data collection (mail, CATI or CAPI), number of persons
in the household, marital status, ethnicity, race,
citizenship, employment status, and MSA status. One
variable that is used by the current hot-deck method for
matching is the occupation of the person. This variable
has twenty levelsto it and is very cumbersome when
trying to useit in fitting amodel. We solve this problem
by making, for each level of occupation, a separate
indicator variable and introducing al of the indicator
variables along with other possible predictor variables
into astepwise multipleregression procedurefor each of
the categories listed in the tables. Wefind that only two
levels make the top ten list of predictor variables for any
given category. We include these two variables from
each category as possible matching variables in our
flexible matching procedureand, asisshowninthetables,
none of the occupationindicator variablesarefoundto be

one of thetop five matching variables.

Il. Results

First, we will look at therel ationship betweenthe
wages of owners and their monthly mortgage payments.
Figure 1 shows the mean wages for the fully observed
data (Fully Observed) and the imputed dataderived from
the current hot-deck procedure used by the Census
Bureau (Hot-deck), our flexible matching imputation
procedure (Flexible), and directly from the fitted
regression models (Model). Using the fully observed
data, we calculate quartiles for the monthly mortgage
payment values. For each quartile, we plot the mean wage
taken from the fully observed data and the imputed data
from each method. We connect the points by either solid
or broken linesin order to highlight the changesfrom one
quartile to another. Theonly significant pointsarethose
onthevertical quartilelines.

In Figure 1, we seethat the means of theimputed
data from ourflexible matching procedure comeclosest to
the fully observed data means. What we find surprising
is that, even though the means from the imputed data
derived directly from the models change from one
quartile to another in a pattern comparable to the fully
observed datameans, they areconsistently lower thanthe
fully observed data means. If we have a good-fitting
model, we would hopeto impute datathat are closeto that
of thefully observed datain terms of measurements such
as the mean values we have in Figure 1. We believe that
one possible problem is the fit of the model. When

Figore 1. Mean Wages of Owners with
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obtaining imputed valuesdirectly from afitted regression
model, it isimportant to have the model fit the dataaswell
aspossible. In fitting multipleregression modelsin order
to predict the cubed root of wages, the best R-squared
value we are able to obtain is 0.6 and the worst is 0.55.
This meansthat for any given model at |east forty percent
of the variation in the datais not explained by the model.
It is even worse if we do not transform wages to their
cubed roots. We feel that this unexplained variation at
least partially explainsthe results we are seeing in Figure
1 for the dataimputed directly from the models.

Now let uslook at the relationship between the
wages of owners and the property value of their houses.
This comparison includes both owners with and without
monthly mortgage payments. In Figure 2, we show the
mean wages of the owners by six property value
categories. As in Figure 1, we connect the points to
highlight the changes. In this figure, we see that the
means of the wages imputed using our flexible matching
procedure are very close to the fully observed data
means. Again, we do not seem to be nearly as accurate
with the wages imputed directly from the models.

Figure 2. Mean Wages of Owners
by Property Value
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Finaly, we look at the relationship between the
wages of rentersand their monthly rent payments. Figure
3 displays the mean wages for renters by monthly rent
payment quartiles. In this figure we find that, unlike the
comparison for owners, the means of the imputed data
from our flexible matching procedure are not closest to

the means of the fully observed data. We see that the
flexible matching imputation means change from one
quartile to another at increments comparable to the fully
observed data means, but they are consistently lower.
We can explain this by showing that there is an
underlying factor that is captured by our flexible
matching procedure.

Figure 3. Mean Wages of Renters
by Monthly Rent Payments
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Looking back at Table 3, we seethat thelevel of
education obtained by the person is considered an
important factor in predicting wages and this variable is
not used in the current hot-deck procedure. Figure 4
gives the mean wages of renters by their level of
education. The five levels of education displayed are 1)
did not graduate from high school, 2) high school
graduate but did not attend college, 3) attended college
but did not receive a bachelor’s degree, 4) received a
bachelor's degree only, 5) received a post-graduate
degree. WefindinFigure4 that the means of the wages
imputed by our flexible matching procedureare closest to
the fully observed data means for most of the education
levels.

Now let uslook at the distribution of education
levels of renters for the fully observed data and the
imputed data. Figure 5 shows us that the percentage of
persons with no more than a high school education for
the imputed data is higher (52%) than that of the fully
observed data (34%).

Getting back to Figure 3, we reason that the
means of the wages imputed by our flexible matching
procedure are consistently lower than the fully observed



Figure 4. Mean Wages of Renters
by Level of Education

data means because there is a higher percentage of
persons without any college education for the imputed
data. As can be seen in Figure 4, persons with a lower
level of education have, ontheaverage, lower wages. We
can show that our reasoning is correct by adjusting the

Figure 6. Mean Wages of Renters
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fully observed data so that the percentage of personsfor
each education level isequal to that of theimputed data.
For each person in the fully observed data set with
education level m, we give an adjustment weight that is
egual to the proportion of persons found with education
level mfor the imputed data divided by the proportion of
persons found with education level m for the fully
observed data. Figure 6 providesthe sameinformation as
Figure 3 with the adjusted fully observed data means for
wages displayed. We can clearly see that, when the
proportion of personsfor each level of education are the
same between the fully observed and the imputed data,
the means of the wages imputed by our flexible matching
procedure are very close to the fully observed data
means. The reason for the consistently lower means
shown in Figure 3 is because the proportion of persons
within each education level are not the same.



V. Summary

We conducted this research with the idea of
trying to find a method that will provide imputed values
that maintain the multi-variablerelationshipsfoundin the
nonmissing data. The following summarizes our findings.

We find that our flexible matching imputation
procedure is able to determine matching variables that
have the strongest effect on finding values for missing
wages. By fittingagroup of multivariatelinear regression
models, our procedure is able to keep the variables that
provide the most information in determining values for
wages and leave out those that do not make a significant
contribution. Because these variables are used as
matching variables for finding donors within a hot-deck
imputation setup, our procedureisableto comeclosestin
regards to maintaining the multi-variable relationships
involvingthesevariables. Wewitnessthisinour analysis
of the relationships between wages and monthly
mortgage payments and between wages and property
value for owners. We also see this in the relationships
between wages, monthly rent payments and the level of
education for renters.

It appears that the current hot-deck procedure
will only use matching variables that do not contain
missing values or whose missing values have already
been replaced. As seen with the monthly payment
variables and property value, this prevents some of the
more important matching variablesfrom being used inthe
hot-deck imputation procedure when the information is
available. Our flexible matching procedureisdesigned to
find sets of matching variables based on the presence of
the variables. For example, in the case of renters we see
that the monthly rent payment is an important matching
variable when imputing for wages. Becauseitispossible
for the monthly rent payment to also be missing, our
procedure provides a set of matching variables to use
when both wages and the monthly rent payment are
missing. Thisallows usto match a missing datarecord to
a donor record using the monthly rent payment variable
when itisavailable. This helps usto maintain the strong
relationship between the wages of renters and their
monthly rent payments.

We also examine the imputed wages that are
obtained directly from fitted multiple regression models.
The distributions of the wages imputed directly from the
models are not as close to the distributions for the fully
observed data as we had hoped. The means of the
imputed wages tend to be lower than expected. When
imputing for agesof reference personsusing 1990 Census
data(Williams, 1998), wefindthat imputing valuesdirectly
fromfitted models can work well if two things happen.
First, the model has to fit the data well. The regression

model s that we use for imputing wages for the 1999 ACS
do not fit as well as some of the models we use for
imputing ages for the 1990 Census. Second, a method of
including the variation found in the fully observed data
needs to be added. This can be partially accomplished if
randomly selected residuals from the model are added to
the imputed values. Since this makes imputing values
directly fromthe fitted models more difficult, we avoided
this in our analysis, but plan to include it in future
comparisons.

A possible shortcoming of our comparisons
involves comparing the estimates from two populations,
the fully observed and the imputed, which may have
different distributions because the imputed data is not
missing at random. This is seen with education level for
renters. Oncethefully observed datais adjusted so that
the distribution of the levels of education is that of the
imputed data, aclearer picture of how well theimputation
procedures perform can be made. A good way to
overcome this problem is to simulate missing data at
random, impute the missing data using each of the
methods, and compare the results to the actual data. We
plan to use this approach in future research.
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* Disclaimer

This paper reports the results of research and analysis
undertaken by Census Bureau staff. It has undergone a
review more limited in scope than that given to official
Census Bureau publications. This report is released to
inform interested parties of ongoing research and to
encourage discussion of work in progress.



