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A b s t r a c t  

Record linkage procedures based on the Fellegi- 
Sunter theory (JASA 1969) require the estimation 
of the conditional probabilities of the agreement pat- 
terns. Under the assumption of conditional indepen- 
dence, this reduces to the estimation of the condi- 
tional probabilities of the agreement of the individ- 
ual matching fields. We consider methods for using 
value-specific, frequency-based methods to modify 
the agreement probabilities according to the rate of 
recurrence of the common matching field value in the 
matching set. We compare and analyze the effects 
of the methods when applied to Census data sets, 
and assess their value and usability. 

1. I n t r o d u c t i o n  

where F is a finite comparison space. We may denote 
f (o~ A (a), aB (b)) = ~/e  F by "7 (~A (a), aB (b)) 
where ~, =(~'i) is a comparison vector of dimen- 
sion n where each "Yi takes on finitely many 
possible values, depending on the agreement of 
the records aA (a) ,aB (b) on a set of matching 
fields. We wish to identify which pairs of records 
(aA (a ) , aB(b ) ) cor re spond  to a matching pair 
(a, b) E M based on their corresponding compari- 
son vector ")' (O~A (a), aB (b)). Usually each compar- 
ison field is binary, 7i C {0, 1}, corresponding to the 
record pairs either disagreeing or agreeing on a par- 
ticular field of comparison. 

1.1 The  Fellegi and  S u n t e r  A p p r o a c h  

We base our record linkage methods on the fun- 
damental theoretical development due to Fellegi and 
Sunter [1]. The basis of record linkage decisions is 
the conditional probabilities 

A record linkage methodology seeks to identify 
pairs of records from two files that both represent the 
same entity. We consider two sets A, B representing 
populations. We may partition the set A × B into 
the sets 

M = { (a, b) e A x BI a = b} 

U = { (a, b) e A x BI a # b} 

the set of matched pairs M and unmatched pairs U. 
For each element of our sets, we have a correspond- 
ing data record. Hence we have data from the sets 
A, B based on functions 

a A  :A ~ a A  (A) 

aB : B ~ aB (B) 

where aA(A)  and a s ( B )  are files containing 
recorded information about the two populations. We 
tacitly assume that the data records contain enough 
information so that the functions aA, a s  are one-to- 
one. We suppose that we have a comparison function 

f :  aA (A) x a s  (B) ~ V 

P (')'1 M) and P (-,/[ U) 

which represent the probability that a record pair 
exhibits the comparison pattern 3' given that the 
pair represents a match (resp. nonmatch). From 
these pattern probabilities we can compute a pattern 
weight 

- log P M )  
P ('yl U) 

and we declare record pairs as links when they have a 
pattern weight above a high cutoff value, as nonlinks 
when they have a pattern weight below a low cutoff 
value, and as a clerical pair when they have a pattern 
weight between the cutoff values. Fellegi and Sunter 
show that for the false match and false nonmatch 
error rates for a chosen pair of cutoff values, this 
linkage method produces the minimal clerical region 
among record linkage methods with these error rates. 

Since the number of comparison patterns 3' 
grows exponentially with the number of comparisons 
made (i.e. the dimension n of ~ - (~/i)), we generally 
reduce the probability estimation burden by making 
the conditional independence assumption 

* This paper  reports  the results of research and analysis un- 
der taken  by Census Bureau  staff. It has undergone a Census 
Bureau review more l imi ted  in scope than  tha t  given to official 
Census Bureau publications.  This  report  is released to inform 
interested part ies of research and to encourage discuss ion .  

n 

P ('),[ M) = H P (~/i[ M) 
i--1 

n 

P(~'I U) - r I  P ('Yil U). 
i--1 
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This generally amounts to estimating the condi- 
tional probabilities of agreement and disagreement 
of a record pair on each particular field of com- 
parison. Tha t  is, for each i - 1 , . . .  ,n, we es- 
t imate P (7i = 11 M) (and hence P('7i = OI M) = 
1 - P (7i = I lM))  and P (7i = l lU), generally us- 
ing the EM algorithm [4]. Then for any binary pat- 
tern vector 9', we compute P(9 ' ]  M) and P(9 ' [  U) 
using the appropriate product, and thus compute 
the weight w (-),) to determine our record linkage pro- 
cedure. 

We may question whether we could derive a 
more accurate record linkage procedure if we took 
into account the actual value in the comparison field 
in addition to simple agreement/disagreement.  If we 
use more information from the files, can this result 
in better  linkage decisions? 

Under the conditional independence assump- 
tion, the agreement weight of a pat tern  "7 is deter- 
mined by the weights associated to the individual 
components 7~. For simplicity, we assume that  7i 

takes on values depending on the contents of a par- 
ticular matching field, and let us fix tha t  field and 
consequently drop the subscript i. 

2. T h e  Fel legi  a n d  S u n t e r  A p p r o a c h  to  
Va lue -Spec i f i c  M a t c h i n g  

We wish to formulate a model for frequency- 
based matching. Fellegi and Sunter develop the fol- 
lowing approach to estimating the conditional prob- 
abilities for the comparison fields based on the prop- 
erties of the population sets A, B. 

For the purposes of frequency-based matching, 
we assume that  the actual populations A, B have 
unique "true" values corresponding to the given 
matching field. In other words, our matching field 
might be surname, and we suppose that  everyone 
in A and B has a true unique surname which we 
a t tempt  to record in O~ A (A) and c~s (B) respec- 
tively. Since our populations are finite, there are 
only finitely many, say m, actual values that  this 
field can take on in A U B. We enumerate the num- 
ber of times that  each of these values occurs in each 
population 

m 

fA l , fA2 , . . .  ,fAro; E f A ~  -- NA 
j = l  

m 

fB~, fB2, . . . , fBm; E fB, -- NB 
j = l  

and on the overlapping population A N B 
m 

f l ,  f 2 , . . . ,  fm; E f J -- NAriS 
j = l  

where Nc  denotes the cardinality of the set C. 
Fellegi and Sunter then introduce some error 

terms. We can think of them as corresponding to 
the following events occurring in the set O~ A (A) × 

(B). 

EA 
EB 

EAo 

EBo 
ET 

= value from set A misrecorded in set Ol A (A) 

= value from set B misrecorded in set C~B (B) 

= value from set A missing in set O~ A (A) 

= value from set B missing in set C~B (B) 

= value x 6 A A B changed from A to B 

The idea of this last event seems to be to capture 
the temporal  nature of the sets A, B. If the sets 
are snapshots of a population at specific times, it is 
possible that  a person's actual name or address or 
phone number may change over time. In any case, 
we consider the event 

F - --IEA A ~EB A -~EAo A -~EBo A --IET 

and assume that  the above events are independent 
so that  

P ( F )  - 

(1 - PEa) (1 -- PEa) (1 -- PAo) (1 -- PBo) (1 -- PET). 

~Vhether or not this formulation covers all errors 
and inconsistencies or not may be a mat ter  of in- 
terpretation. For instance, does this cover reporting 
variations of the true field value, as in variant first 
name reports for William, Will, Bill, Billy, Willie, 
etc? In any case, the idea of the event F seems to 
be that  the actual matching field value is correctly 
and consistently reported in both files O~A (A) and 
C~B (B), and the probability of event F may depend 
on the matching field but not on the particular pair 
(O~ A (a),  C~B (b)). 

Using the notation, for C c C~A (A) x C~B (B), 

m (C) - P ( C I M)  

(C) - P (CI U) 

if we define the events 

G 

Gj 

-= C~A (a) and O~B (b) agree on value 
-- a and b take on the j t h  value 

then Fellegi and Sunter state that  

m ( G A G j ) -  fJ P ( F )  
NAnB 

f A~ f B~ p (F) . 
u (G A Gj) - NA NB 
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f j  In the first equation, the first factor Naq~ repre- 
sents the probability that given that (a, b) E M, 
so that a = b C A r i B ,  the true value of the 
matching field is the jth value. The second factor is 
P (F), the probability that the matching field value 
was correctly and consistently recorded in both files. 
This formula is under the assumption that these 
two probabilities represent independent events and 
P (F] M) = P (F). 

The second equation does seem to be more of an 
approximation. We are given that (a, b) c U, so that 
a E A, b E B, and a 5¢ b. To get a and b both taking 
on the same jth matching value, we have probabil- 
ity ~ ~ IAj  × Bj 

N A  N B  - -  N A x B  ' but to assure that a ~: b, we 

should subtract to get ~ ~ - A In general, 
N A  N B  N A  N B  " 

this is a lower order correction, but for rare values it 
can be significant, as can be seen when a matching 
value is unique in each set. As before, multiplying by 
P (F) indicates that these matching field values are 
correctly recorded in both files. Again we are ignor- 
ing many terms where a and b have different field 
values in truth, but they are recorded as identical 
in both files. The total probability of such acciden- 
tally agreeing matching fields may not be large for a 
matching field like surname, but it might be signifi- 
cant for a matching field like sex, where the number 
of and difference between field entries is small. 

3. F i l e -Based  F r e q u e n c y  Modi f i ca t ion  

A slightly different point of view for modeling 
frequency-based agreement probabilities, based on 
[3], is to replace P (F), which is based on file error 
probabilities that are likely difficult to estimate ac- 
curately, and instead base all of our probability esti- 
mates on the contents of the files aA (A), aB (B). 
Thus as above, we can consider subsets G, Gj c 
O~ A (A) x a s  (B) where 

G = {aA (a), aB (b) agree on value} 

(except that we have changed to set notation), but 
now we will define 

Gj = {aA (a) , aB (b) both take on the jth value} 

where the set of possible matching field values has 
been determined by the contents of the data files 
aA (a) , aB (b). Now when we consider 

m ( G n G j )  = P ( G n G j I M )  

= P(G~IG,  M ) P ( G ] M ) ,  

This probability calculus identity serves to shift the 
frequency emphasis from the population to the data 

files. The quantity P (G] M) functions somewhat 
similarly as the above P (F) in the sense of translat- 
ing from what is true about the actual population to 
what is actually reflected in the files, in that if the 
files held completely accurate data from the popu- 
lation, we would expect both P (F) and P (G I M) 
to be nearly equal to 1. However, in the previous 
model, the frequencies such as fAj, fB~, fj indicated 
frequencies of occurrence in the actual population 
sets A, B, A n B ,  whereas by being given G, the prob- 
ability P(Gj]G,  M) indicates that we are consider- 
ing the cases of record pairs that both have the jth 
value given that they both have the same value (and 
they represent a match). From this viewpoint, how- 
ever, the second factor is different for the nonmatch 
case, namely 

u ( a n a j )  - P ( G n a¢l U) - P ( Gjl G, U) P ( GI U) . 

In the case where P (GI M) and P (GI U) h~v~ been 
estimated separately, as with the EM algorithm [2], 
we can compute a frequency-based adjustment by 
estimating P ( Gj[ G, M) and P ( Gj] G, U). 

By definition we have 

P(GyIG,  M) - 

P(G~IG,  U) - 

P (Gj n G n M) P ( Gj n M) 
P(GnM) P(GnM) 

P (aj n G n U) P (Gj n U) 
P ( G n U )  P ( G n U )  

since Gj C G. For a given blocking subset S c 
aA (A) × aB (B), we can try to estimate the counts 

# n M) and # (Gj n u) 
#(GNM) #(GNU) 

as subsets of S. 

R e m a r k  1 Since we will now only be using the data 
files aA (A) , a s  (B) and not be referring to the orig- 
inal population sets A, B, in the remainder of the 
paper we drop the a notation and think of our files 
as sets A and B. 

We may denote the blocking set S is of the form 

m 

S -  U Ai x B~ c A x B 
i--1 

where the Ai are pairwise disjoint subsets of A 
and the B~ are pairwise disjoint subsets of B. Let 
s l, s 2 , . . . ,  s~ be a list of all possible values of the 
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given matching field and let 

Aij  - { x E Ail x has matching field value s j}  

Bi j  - { x C Bil x has matching field value sj } 

aij -- # (Aij  ) 
@ - # 

mi j  -- min (aij , bij ) . 

We can say that  

m 

Of- ( a j  rh M )  <_ E rnij 
i - -1 

and 
n m 

j=l  i=1 

One possibility is to estimate the extent of overlap 
in the sets and assume that  a fixed proportion of 
the records in one set can be correctly assigned a 
match from the other set. That  is, suppose there is a 
constant 0 < p _ 1 such that  the number of matches 
brought together by the blocking criterion is a fixed 
proportion p of the maximum possible number of 
matches, so that  the number of matches in Aij z B~j 
is pmij .  For example, if we assume that  A c B, we 
would expect p to be near 1 (and mij  - aij). In this 
case we would have 

# (Gj n M) 

#(GriM) 

and 

D 

o E i  m- _ 1 pmij 
n m 

E j = I  E i = I  pmij 
m 

~-~i= 1 mi j  
n m 

E j - - 1 E i - - 1  mij 

# n u) 
#(GNU) 

2 i  m-- 1 (aij bij - prnij) 
n m ° 

Y~4=1Y~4=1 (aijbij - prnij) 

T e m p e r e d  F i l e - B a s e d  F r e q u e n c y  Modi f i -  
c a t i o n  

If we allow the binary agreement weight 

P ( G I M )  

P(a lu )  

to be modified by value-specific factors 

P ( Gjl M ) P ( Gjl G , M )  P ( GI M )  

P ( U) P ( GjI G, U) P ( GI U) 

where we estimate 

P ( a~la, M) • ,~E~lmrn~ 
Ej- -1  E i = I  m i j  

P ( G y I G, U) " Y'~d~ l Y~4~1 ( a i y b i j - pm i s ) 

(1) 

(2) 

then the adjusted weight 

P(G~IM) 
P(CsIu)  

can vary over a wide range. 
For the most common matching field values Gj, 

this adjusted weight can be less than 1. This leads 
to the somewhat counterintuitive result that  two 
records can have their total  matching weight reduced 
by agreeing on a certain field value. Elsewhere I 
have shown that  a distribution of rare and common 
values can always exist to product this effect for 
common values regardless of the average marginal 
agreement conditional probabilities. However, if the 
two records have a number of fields of agreement, 
the total  agreement weight should still be fairly high 
even after such a downweighting. In any case, this 
effect is a mathemat ical  consequence of this value- 
specific methodology, and hence one should live with 
the consequences if one uses the method. 

On the other hand, the above formula can result 
in a large upweighting if the value-specific factor is 
very large. This can be bad if it dominates mediocre 
agreement weight factors from other matching fields, 
resulting in a high agreement rate based mostly on 
one field value. This is also a problem because the 
value-specific factor will be large when the match- 
ing field value is rare in the set of record pairs. This 
means that  the probability estimates will be based 
on a small number of sample values, making the es- 
t imate more statistically suspect. Also, for a specific 
jth value, the factor is determined by the ratio 

which for 

m 

E i =  1 mij 
Eirn= 1 (aij bij - pmi j )  

X -- 

is basically of the form 

Eim=l aij bij 
Eirn= 1 mij 

1 

x - - p  

which changes most rapidly for small x. For exam- 
ple, an extreme case is for a rare field value to have 
either aij - 0  or bij - 0  or both aij - 1 and b~j - 1 
for all 1 < i < m. Tha t  is, we have a rare field 
value such that  whenever it appears in both files, it 
appears just  once in each. In this case, we would 
have 

m m 

E rnij -- E aijbij 
i=1 i--1 
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and thus x - 1, the minimum value. Especially 
when the match proportion p is near 1, the resulting 
upweighting factor can be quite large. If a few of 
the a~j or bij values change slightly, the upweighting 
factor can decrease substantially. Thus the value- 
specific factor estimate is more sensitive to errors 
when the value is rare in the file. For these reasons, 
it may be preferable to average the value-specific 
factors for the rate values to try to reduce the error 
variance and to moderate the size of the upweight- 
ing. 

The value-specific conditional probabilities par- 
tition the binary conditional probabilities in the 
sense that  

E P (Gj lM)  - P (G[ M) 
J 

E P (Gjl U) - P (GI U). 
J 

We can impose a cap on the value-specific factor 
effect by specifying a factor a > 0 such that  we only 
individually compute value-specific effects where 

P ( GjI M ) P ( G[ M) _<a 
P(Gi lU)  P(GIU)  

that  is, 

Let us denote 

P(Gj lG,  M) < a. 
P(GjlG, U) - 

m 

mj = E mij 
i=1 

m 

(ab)j -- E aijbij 
i=1 

n m 

j = l  i--1 

m 

j - -1 i--1 

so that  our frequency-based estimates for the value- 
based probabilities are 

P(GjlG, M )  m5 

(ab)j - pmj P ( a j l a ,  u) e 
P - p N  " 

Then our estimates will satisfy 

P ( G j ] G , M )  
P(GjlG, U) < ~ (3) 

when 

So if we let 

P -  pN mj < a (4) 
(ab)j - pmj - N 

mj P -  pN } 
~ 0 ~ ~  T = j .(ab)j - pmj N 

then we can estimate the probabilities of the rare 
values by the average, for j E T 

P(GylG, M) " 

P(GjlG, U) " 

# ( T )  . N 

1 K" (ab)j - pmj 
:/:/: (T) ~ P - p g  

j ~ .L 

so that  we would still have 

E P ( G j l  M) 
J 

-- E P ( Gjl M) ÷ E P ( Gjl M) - P ( GI M) 
j~T jET 

and similarly for P ( G  I U). The averaged value. 
specific weight factor WT for j C T is estimated by 

? ~ T  - -  log P (Gj lG 'M)  
P(G~IG, U) 

( EJe T mj P - pN ) 
-- log Y'~jeT (ab)j - pmj N . (5) 

4.1 T e m p e r e d  F r e q u e n c y - B a s e d  Tables  

At the Census Bureau, we have some pairs of 
population survey files that  have been extensively re- 
viewed to determine the record pairs that  represent 
true matches. We can use these to evaluate record 
linkage method results against the truth. We exper- 
imented with this frequency-based modification for 
some matching fields in our Census test files. For 
the test files 2021, 3031, and STL, we considered 
the matching fields last name, first name, and street 
name, and values of a = 1, 2, 3. For each field value 
for each file, we used the binary matching weight 

w = log P ( a l  M) 
P ( GI u) 

based on the EM algorithm estimates. We printed 
out the matching field values and their frequency- 
based estimated value-specific weights 

P ( G j l M )  
wj = log 

P(G~IU) 
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where j ~ T and computed the averaged estimated 
weight for rare values j c T. When c~ - 1, we are 
printing out those common names which result in a 
downweighting factor, but the default weight FT for 
names not in the list, corresponding to j C T, will 
have a higher weight than w. As we increase a, we 
include more names and produce a higher default 
weight FT. 

For each of the files and each of the selected 
fields, we printed out a table of all of the common 
names with value-based weight wj < w + log a as 
well as the default rate weight FT. As one would 
expect, the number of individual common names and 
the tempered default weight FT both increase with 
increasing a, with F T exceeding the overall average 
weight w. 

4.2 Frequency-Based Matching Results 

We performed several runs on the sample 
files using various combinations of value-specific, 
frequency-based matching. We provide some sum- 
mary table results of some of the more extreme runs. 
We consider as a baseline the results of using no 
frequency-based matching (corresponding to a - 0), 
using frequency-based matching in all three fields 
only for downweighting with no tempered upweight 
adjustment, and using frequency-based matching 
in all three fields using tempered adjustment with 
a - 3. The general result is that the frequency- 
based techniques do not make much difference over- 
all. Using only downweighting tends to lower the 
total weights, using tempered adjustment increases 
the spread by raising the weights, but there does not 
appear to be a great amount of movement. Some- 
what arbitrarily, we grouped matcher output pairs 
by those with matching weight w _ 3, - 2  < w < 3, 
and w < -2 .  It seemed fairly consistent across all 
the data sets and all the runs that  almost all pairs 
with w _ 3 were true matches, almost all pairs with 
w < - 2  were true nonmatches, and there were sub- 
stantial numbers of both in the intermediate group, 
according to the clerical review records. It would 
appear that some of the exceptional cases are cler- 
ically mislabled. In any case, we see slight drifts 
across these arbitrary barriers. The examined pairs 
have been truncated by an output low cutoff o f - 5 .  
It might be interesting to examine differences in the 
results of the different methods in terms of individual 
cases. Can we draw any conclusions about which if 
any pairs were matched differently, or were the same 
pairs just given different weight values? If pairs were 
given different weight values, which pairs had the 
most dramatic weight reevaluations? By performing 
multiple matching runs with and without frequency- 

based matching for different fields and reviewing 
record pairs that  either are inconsistently output or 
which have large agreement weight changes, we may 
be able to detect some additional matches or false 
matches. 

5. S u m m a r y  a n d  Discuss ion  

We have seen that  in the context of our record 
linkage examples, adding the extra refinement of 
value-specific modifications does not significantly af- 
fect the matching results. Frequency-based calcula- 
tions may improve record linkage results in other 
data or methodology contexts. We should note 
that  our test examples are pairs of modest sized, 
relatively clean personal data files which represent 
substantially overlapping populations from a fairly 
small geographic region. Our frequency-based ad- 
justments are applied within the methodology con- 
text which computes agreement weights for record 
pairs under the conditional independence model 
where the individual field agreement conditional 
probabilities are estimated to represent the average 
agreement probabilities over all field values. 

When matching these kinds of files, some of the 
matching fields help to distinguish between house- 
holds and some fields help to individuate persons 
within households. Fields such as last name and 
street name along with house number tend to de- 
termine household agreement. Adding value-specific 
adjustments to last name or street name fields may 
not significantly enhance common household identi- 
fiability. The first name field has strong distinguish- 
ing power between individuals within a household, 
but again the employment of statistics about specific 
first name distributions in the entire population at 
hand may not have much added effect on distinguish- 
ing individuals within a household. 
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