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1. Introduction 

Two-phase sampling, also known as double 
sampling, can be a cost-effective technique in 
large-scale surveys. By first selecting a large sample, 
observing cheap auxiliary variables and then by 
properly incorporating the auxiliary variables into the 
second phase sampling design, we can produce 
estimators with smaller variances than those based on a 
single phase sampling design for the same cost. In one 
of the common procedures of two-phase sampling, the 
second phase sample is selected using stratified 
sampling where the strata are created after observing 
the first phase. 

Rao (1973) and Cochran (1977) give formulas 
for variance estimation when the first phase is a simple 
random sample and the second phase is stratified 
random sampling. Kott (1990) derived a formula for 
variance estimation when the first phase is a stratified 
random sample and the second phase is a re-stratified 
random sample based on first-phase information. Rao 
and Shao (1992) proposed a jackknife variance 
estimation method in the context of hot deck imputation 
where the second phase strata correspond to imputation 
cells. Fuller (1998) proposed a replicate variance 
estimation method for the two-phase regression 
estimator. 

Among the cited methods, only the Rao and 
Shao (1992) method and Fuller (1998) method is 
replication methods. One advantage of using the 
replication method for variance estimation is its 
convenience for a multi-purpose survey. That is, after 
we create the replication weights, we can directly apply 
the replication weights for any variable. 

Let the parameter of interest be the population 

total Y = ~ N l Y i ,  where Yi is the study variables and 

N is assumed to be known. Suppose we have a sample 

with the set of indices A 1 , and observe Yi on every 
element of the sample then 

Y1 = Y~ wiyi , (1) 
ieAl 

where w i : [Pr(i + A 1)]-I , is an unbiased estimator of Y. 

Now assume, instead of directly observing Yi 

for i e A1, we observe 

X i = ( X i l , . . . , X i G ) ,  (2) 

for all i 6 A1, where X ig takes the value one if unit i 

belongs to the g-th group and is zero otherwise. Assume 

that EgG__lxig = 1. 

Let a subsample of total size r be selected from 

the n first phase sample. Let A 2 be the set of indices 
for the second phase sample. Let 

w~ = [Pr(i ~ A2li 6 A1)] -1. (3) 

Let ng = ~ leA1Xig be the number of first phase sample 

elements in group g and rg = Z icA2 Xig be the number 

of second phase sample elements in group g. If the 
second phase sample is selected by stratified random 

sampling, w~ = rglng for unit i with Xig = 1.  In this 

case, the groups are the second phase strata. 

Given the described two phase sampling, an 
unbiased estimator for the total of Y is 

Yd = Y'=°~iYi, (4) 
leA 2 

where ai = wiw~. Kott and Stukel (1997) called the 
estimator in Equation (4) the double expansion 
estimator (DEE). 

Another important estimator for the total of Y is 

Yr = ~ wiXig 
g = l  i I ~ i~A2 wiXig 

= ~o~iYi ,  
i6A 2 

(5) 

where 

 I , AlW, 1 OL i = y" wiXig . 
g= l  Y'~ j6A 2 w j X j g  
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Kott and Stukel (1997) called the estimator in 
Equation (5) the r e w e i g h t e d  expans ion  estimator (REE). 

For the reweighted expansion estimator, a 
replication method was proposed by Rao and 
Shao (1992) produces consistent variance estimates. In 
the next subsection, we discuss the replicate method for 
estimating the variance of the reweighted expansion 
estimator. In Section 3, the replication method is 
extended to the double expansion estimator and multi- 
phase sampling. In the last section, an application used 
in the 2000 Census is illustrated. 

2. A Replication Method for the REE 

Let the replicate variance estimator for the 

complete sample estimator I)! in Equation (1) be 
written of the form 

¢ 1 -  , 
k=l 

(6) 

where );1 (k) is the k-th version of Y1 based on the 

observations included in the k-th replicate, L is the 

number of replications, and c k is a factor associated 
with replicate k determined by the replication method. 

The k-th replicate for ])l be can be written in the form 

Y1 (k) = Z w lk )y i  , (7) 
lEA 1 

where w~kjt~ denotes the replicate weight for the i-th 

unit in the k-th replication. 

Assume that the complete sample variance 
estimator is unbiased; 

where the distribution in Equation (8) is with respect to 
the first phase sampling. 

Rao and Shao (1992) proposed an adjusted 
jackknife method in the context of the hot deck 
imputation, where the imputation class corresponds to 
the second phase stratum. The proposed jackknife 
replicate for the reweighted expansion estimator in 
Equation (5) is 

g=l i~A 1 Z i6A 2 w~k)x ig  (9) 

where w~ kj tx  are the full sample replicate weights of 

Equation (7). The replicate variance estimator can be 
written as 

= L _ ] ]2 
J)r ~ ¢ k ( ; r  (k) Yr • 

k=l 
(10) 

Kott and Stukel (1997) suggest the use of the 
adjusted jackknife method defined by Equations (9) and 
(10) to estimate the variance of the reweighted 
expansion estimator. 

3. Extensions to DEE and Multi-Phase Sampling 

Both the REE and the DEE can be written in the 
form 

I)2 =e-'ll~2 := ~,c~iYi,  (11) 
i6A 2 

where /:l is a vector of the estimated population 
characteristics estimated with the first phase sample, 

(x i are the coefficients that are functions of the sample 

but not of y, and A 2 is the set of indices for the second 

phase sample. The estimator /z 1 is the realized first 
phase sample size in DEE and is the estimated size of 
the second phase strata calculated from the first phase 
sample for REE. In either case, we can write 

¢'1 = ~-, w i q i x i  , (12)  
ieA 

where x i is the vector of the second phase stratum 
indicator functions for unit i as defined in Equation (2), 

q i = 1 for REE and q i = wi 1 for DEE. If we define 

c i = q i x i ,  then /:1 is the estimated total of c. 

The weights ct i is the (x i that minimize 

~ ((x i - wi ) 2 w ; l  qi , (13) 
i~A 2 

subject to 

Z c t i q i x i  =¢:1 , (14) 
i6A 2 

where Cl is defined in Equation (12). 

Using the linearity properties of the estimator, 
we propose a computational procedure for variance 
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estimation under two-phase sampling. The proposed 
procedure has the following features: 

1. The replication weights are calculated only for 
the second phase sample, not for the whole first 
phase sample. 

2. Once calculated, the replication weights can be 
applied to any study variables of interest. 

3. The resulting replicates give the same variance 
estimate as the Rao-Shao method for the REE 
estimator. 

4. The method is applicable to an extended class of 
regression estimators and replication methods. 

5. The number of replications is the first phase 
sample size n, although methods can be 
developed to reduce the number of replicates. 

The procedure for jackknife replication is the 
following: 

Step 1. Delete a first phase primary sampling unit; 

Step 2" Compute ~z]k jt~, the first phase estimate of the 

total of qixi with k-th observation deleted. 
That is 

~:Ik) = Zw!k)qix i , 
i~A 1 

where w)kjt~ is the standard jackknife replication 

weight for unit i of the k-th replication. 

Step 3: Calculate the new jackknife weights for the 

second phase sample using fil k) as control. The 
1 \ 

form depends on the type of second phase 

estimator used. Let a }k) be the new jackknife 
l \ 

replication weight to be determined for unit i of 

the k-th replication. The c~} k) are chosen to 
/ \ 

minimize 

i~A:~!  k) - w ! k ) ~ ( w l k ) ~  1 

i~:k 

qi , (15) 

subject to 

Z c~!k)qix, =~I k) , (16) 
i~A 2 

where ~:~k,'' is calculated from Step 2, and w) k'`' are the 

first phase jackknife weights. 

The minimizations of Equation (15) subject to 
the Equation (16)gives the weights 

i Z jeA, w~'k)qjXjg i 
g=l ~ j~A2 w~k)qjXjg  

(17) 

The jackknife replicate for Y2 
replication using weights Equation (17) is 

of the k-th 

I)2(k) = Z c~ ~ k ) y i . (18) 
i~A 2 

The -ty~k) of Equation (18) is algebraically 

equivalent to the Rao-Shao replicate value for the REE 
if qi = 1. The replicates for the DEE are constructed 

with qi = W~ 1" 

The procedure can be extended for three-phase 
sampling. Let a three phase estimator can be written of 
the form 

Y3 = e'21)3 := ~ i Y i ,  
i6A 3 

where e2 is the control total of certain characteristics 

calculated from the second phase sample and A 3 is the 
set of indices for the third phase sample. The dimension 
of the vector c2 is equal to the number of the third 
phase strata. We assume that we can write 

C'2 = ~-,otiqi2zi, 
leA 2 

where c~ i is the sampling weight of unit i in the second 

phase sample and z i is a vector of the indicator 
functions for the third phase stratum. Then, in addition 
to the three steps above we need one more step: 

Step4: Calculate the new jackknife weights for the 

third phase sample using fi~k) as control. Let 
/ \  

~.I k) is the new jackknife replication weight for 

unit i of the k-th replication. The ?~}k)" are 

chosen to minimize 
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- C z  . " q i 2  , 
i 6 A  3 

i:xk 

subject to 

i ~ A  3 i ~ A  2 

(19) 

where a I k) is calculated from Step 3. 

4. Application to the 2000 US Census 

4.1 Introduction 

The Census Bureau will conduct the Accuracy 
and Coverage Evaluation (ACE) survey after the initial 
phase of the census enumeration. The ACE will rely on 
Dual System Estimation (DSE) to determine estimates. 
For details of the DSE, see Wolter (1986). The 
estimator is 

where C is the census count, / /  is the number of 

whole-person census imputations, N e is the estimated 

E-sample total, ~r n is the estimated P-sample 

nonmovers, N i is the estimated P-sample inmovers, 

~r o is the estimated P-sample o u t m o v e r s ,  2~f n is the 

estimated P-sample nonmover matches, and lt~/o is 
estimated P-sample outmover matches. 

Hence, there are seven components to be 
estimated to construct a DSE. For the sake of 
simplicity, we only consider the estimation of the total 
number of matches. To decide the match status for the 
individuals in a block, a computerized system is used to 
check if an individual in the P-sample is also located in 
the corresponding black of the E-sample. The computer 
operation of searching in the block is called initial 
housing unit matching operation. 

In the 1990 PES, the surrounding blocks as well 
as the corresponding block were searched for matches. 
The search in the surrounding blocks is called the 
extended search. Extended searches were made for all 
sample blocks in the 1990 PES. In the 2000 ACE, the 
extended search sample blocks are selected on 

information obtained from the initial matching. This 
search of sample blocks is called Targeted Extended 
Search (TES). 

The ACE survey, which will be performed after 
the census enumeration, has the following three-phase 
sampling features. 

Phase 1: 29,636 Block Clusters (BC) were 
selected using the Integrated 
Coverage Measurement (ICM) survey 
design. 

Phase 2: 11,803 BC were selected from the 
ACE sample using a stratification of 
the 30,000 BC. 

Phase 3: Checking for a match of a person in 
the surrounding block area is 
performed on 20 percent of the ACE 
sample. This is called the TES. 

The overall process was performed to gain 
efficiency because the available information is different 
for each phase. Phase Two uses the information of the 
Census List and Independent List for the ACE survey. 
Phase Three uses information attained in the initial 
matching of housing units in the P-sample and the 
E-sample. 

4.2 Point Estimation 

Let the parameter of interest be the state 
population total 

/4Nh 
Y= ~ Z Y h i ,  

h=l i=1 

where Yhi is the value of the study variable at the third 
phase for a given poststratum. Without loss of 

generality, we assume that the first n h units are 
selected as the ICM sample. 

The ICM sample is an equal probability sample 
in each stratum. If y were observed for the entire first 
phase sample, the full sample estimator would be 

H nh 

Z w h i Y h i  , (20) 
h=l i=1 

where Whi is the original sampling weight. Since the 

ICM is a stratified random sample, Whi = nh 1N h . 

The original ICM design has four strata. Stratum 
one contains small blocks clusters (0-2 HU/BC), 
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stratum two contains medium blocks clusters 
(3-79 HU/BC), stratum three contains large block 
clusters (80 or over HU/BC), and stratum four contains 
American Indian Region block clusters. 

A portion of the ICM samples are selected for 
the ACE sample. The design for the ACE sample uses 
stratification of the ICM sample. Within each block 
cluster stratum, the original ICM sample is partitioned 
into four substrata. They are a consistency substratum, a 
high inconsistency substratum, a low inconsistency 
substratum, and a minority substratum. The ACE 
subsampling was done independently within each 
substratum. 

Define a substratum indicator function X hgi ,  

which takes the value one if unit i in stratum h belongs 
to the g-th substratum and zero otherwise. Note that 

Z G g=l Xhgi--1  because each unit belongs to one and 

only one substratum. The X hg i defines a population 

characteristic, membership in a substratum. 

Also, define l hg i to be the sample selection 

indicator for second phase selection. The subscript g is 
used because the selection for the second phase 
sampling is dependent on substratum g. If the entire 
second phase sample, the complete ACE sample, is 
observed, the two-phase estimator would be 

H G nh 
Y2 = ~ ~ ~CXhgi lhgiYhi ,  (21) 

h=l g=l i=1 
where 

Ot hgi = Whi x hgi 

rt h 
j : l  Whj X hg] 

nh 
j=l whj X hg/ I hg/ 

This is a two-phase estimator where the ACE 
sample is the second phase sample. However, there is a 
third phase of sampling. 

The study variable is written as Yhi  = Uhi + Vhi ,  

where U hi is the initial value of the study variable for 
BC i in stratum h in the state after initial matching and 

V hi is the change in value due to TES. In the third 
phase of sampling, the ACE sample is divided into 

three groups, based on the value of the U hi in the ACE 
sample. These strata are formed at a national level 
without consideration for the first phase strata and 
without consideration for the second phase strata. The 
first group is called the non-TES group, where all the 

BC in the non-TES group is excluded from the TES 
operation. The second group is called the TES-sampling 
group, where a subsample is selected for TES 
determination. The third group is called the TES- 
certainty group, where all BC has a TES determination 
mode. Define a third phase group indicator function 

S hi c , which takes the value one if unit i in stratum h 

belongs to the c-th group and zero otherwise. The s hi c 

defines a population characteristic, membership in a 
third phase group. 

Define ahi c to be the TES sample selection 
indicator for membership of unit (hi)  in the c-th group. 
Then, a three-phase estimator of the total o f y = u + v  is 

H G n h 
~'3 = E ~ ~ h g i l h g i U h i  

h=l g=l i=1 
H G n# 3 

+ Z Z Z Z t~ hgilhgl~ c Vhi, 
h=l g=l i=1 c=2 

(22) 

where 

C~ c : Shi c 

f = l ~ G  nh g=l ~ i=11hgiShic 

f=l ~ G n~ g:l  ~ i=11hgiahicShic 

This estimator in Equation (22) uses a difference 
estimator in moving from the third phase to the second 
phase. This difference estimator was judged to be a 
simple and natural estimator in this situation. Only for 

V hi is the third phase sampling variability. The 
estimator in Equation (22) is not in the class discussed 
in Section 1, but each of the two parts is a member of 
the class. The first part, the part in u, is a two-phase 
estimator of the REE type. The second part, the part in 
v, is of the DEE type because the final weight of unit 
(hi)  in the third phase sample is the product of the ACE 

sample weight cx hgi and the TES sampling factor c~ c . 

4.3 Variance Estimation 

A set of jackknife replication weights were 
constructed at the ACE sample level for variance 
estimation. The number of the replications is equal to 
the number of BC's in the ICM sample. 

Under the two-phase sampling setup, we are able 
to construct the replication weights for a variance 

estimator. Let w (st) be the standard jackknife hi 
replication weight for the first phase sample. That is 
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0 if(hi)=(st)  
W~ t) = nh 

n h -1 whi if h = s, i ¢: t .  

Whi if h ~ s 

(23) 

The replicate for the total ofy  based on the ACE 
sample, when the first phase unit (st) is deleted, is 

H G nh (st) 
~ ( s t ) =  X X XCl, hgi lhgiYhi , 

Y2 h=l g=l i=1 

where 

nh w(St 
(st) (st X j=l hj )xhed . (24) 

Ot hgi = Whi )x hgi ~ j=lnh w~ t ) Xhgi Ihg/ 

Notice that only the second phase sample is used 
(s,) to construct the replicates. The weights a hgi are 

3 if (h~:(st) 
rhg nhg-1 n h ---lt~hgi if h=s, Xsgt=],Isgt=l,i:/:t 

a(st) _]nhg-1 nh 
hg'-] ~ -~--~lCthg' if h:s, Xsgt:l, Isgt:ai*,, (25) 

~~lC~hg i if h=s, Xsgt=(~ i st  

gi if hCs 

where n h is the first phase sample size of stratum h, 

nhg is the first phase sample size of substratum g in 

stratum h, rhg is the second phase sample size of 

substratum g in stratum h. 

Them, the jackknife replicate of 7=3 based on the 
replication weights in Equations (23) is 

H C "h ) st=z Z Z a  
Y3 h=l g=l i=1 hgiLhgiUhi 

H G nh 3 ~g) (St)ahicVh i + Z Z ~ ZC~ Ihgt~ c 
h=l g=l i=1 c=2 

where 

• (st) H c 
ac = Shic Z Z Z (Z l S h=l g=l i=1 hgi hgi hic ~ hgi 

x ~ ~ ~t~ Ihgiahic Shic ~hgi 
h=l g=l i=1 

-1 .  

Variances based on these replicates will establish 
the precision of estimates calculated in the Accuracy 
and Coverage Evaluation of the 2000 Decennial 
Census. 
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