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1 I n t r o d u c t i o n  fer ed to a technical report (Lahiri and Larsen 2000). 

There has been an increasing use of computerized record 2 
linkage (CRL) methods in various federal statistical sys- 
tems (Alvey and Jamerson 1997). The methods quickly 
link records available from different data sources to cre- 
ate new, enhanced files. Since CRL utilizes already ex- 
isting databases, it saves the substantial time and re- 
sources needed to collect new data. Various govern- 
ment agencies have developed sophisticated software 
to implement CRL, usually attaching weights reflecting 
the likelihood of a match to pairs of records. Statistics 
Canada uses a software called CANLINK for this pur- 
pose. The U. S. Bureau of the Census uses software by 
Winkler (1994, 1995) and Jaro (1989, 1995). 

If mismatch errors are introduced by CRL, statisti- 
cal analyses based on linked data can be adversely af- 
fected. Relatively little work has done to address this 
important issue. Neter et al. (1965) studied the effect 
of mismatch errors in finite population sampling. They 
observed that relatively small mismatch error could lead 
to a substantial bias in estimating the relationship be- 
tween response errors and true values. Theoretical and 
computational advances in estimating matching prob- 

Estimation of Regression 
Coefficients 

Consider the following regression model: 

! 
y~ -- xi/3 + ei , i  -- 1 , . . . , n ,  (1) 

! 
where x i - ( x ~ l , . - . ,  xip)' is a vector of p known co- 
variates and E(e~) = 0, Var(e~) = o -2, and cov(ei, ej) = 
0 f o r i  -¢ j, i , j  = 1 , . . . , n .  We are interested in a 
situation where the response variable (y) is in file A and 
all the covariates (x) are in file B and these two files 
are linked using a CRL technique. Thus, in our situa- 
tion, the true responses Y!is are not observable. Instead, 
we observe z~s which may or may not correspond to xi. 
SW (1993) considered the following model: 

_ ~ yi with probability qii (2) 
gi ( yj with probability qij for i /=  j ,  

?'1, 

where Y~'~j=I qij - 1, i , j  - 1 , . . . , n ( i  ¢- j ) .  The 
naive estimator of /3  which ignores mismatch enors  is 

abilities (see, e.g., Belin and Rubin 1995" Winkler and ^ 
Thibaudeau 1991) motivated Scheuren and Winkler (1993)g~dezby/3(N z ( X I X ) - l X ' Z ,  w h e r e X = ( x ' l , ' " , x ' , ~ )  ' 
henceforth referred to as SW, to revisit the work of Neter 1, • • •, z~1,)'. An alternative to this naive es- 

et al. (1965). Specifically, they investigated the effect of 
mismatch errors on the bias of ordinary least squares es- 
timators of regression coefficients in a standard regres- 
sion model and proposed a method of adjusting for the 
bias. Scheuren and Winkler (1997) advanced the work 
further with an iterative procedure that adjusted the re- 
gression and matching results for apparent outliers. 

The purpose of this article is to consider an alter- 
native to the bias correction method considered in SW 
(1993). In Section 2, we review the SW method and 
then propose a new method of estimating regression co- 
efficients in the presence of mismatch errors. Our pro- 
posed estimator involves matching probabilities and is 
unbiased when the matching probabilities are all known. 
In Section 3, we propose a variance estimator of our 

timator would be to use a robust estimator such as an 
estimator that minimizes the sum of absolute deviations. 

SW investigated the bias o f / )N  conditional on the 
YlS. It can be seen from the calculations of SW that 

B i a s ( / ) x ) -  E[ / )x  - / 3 1 y ] -  ( X ' X ) - I X ' B ,  (3) 

where t3 = (B1, . . . ,Br1 , ) '  and B~ = ( q ~ i -  1)y~ + 
~ j ¢ i  qijgj. If an estimator o f / 3 ,  say B, is available, 
then the SW estimator is given by 

Bias(¢)sw) -- ~N - - (NIX)  -1xtf~. (4) 

Let q ijl and qij2 denote the highest and the second 
highest elements of the vector qi = ( q i l , ' " ,  qiT`~)' and 
let zjl and zj2 denote the corresponding elements in the 

vector Z. Then an estimator of Di is given by/ ) , ;  - 
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( q i j l - 1 ) z j l  q-qi, j2Zj2 (see SW 1993). The SW estimator 
does not produce an exact unbiased estimator of/3 even 
when the matching probabilities are available. In order 
to obtain an exact unbiased estimator of/3, we first note 
that under the model described by (1) and (2), 

E ( z i ) -  i -  1 , . .  n 

4 Simulation 

The performance of the regression methods will be stud- 
ied through a simulation. First, the simulation condi- 
tions are described. Then, results focusing on bias are 
presented. Variance esimation will be demonstrated in 
later work. 

where wi - }-2['~ j = l  qi jx j  , i -- 1 , . . . ,  n (see Lahiri 
and Larsen 2000). Thus, an unbiased estimator of/3 is 
given by 

- ( w ' w ) - ' w ' z ,  

where W ' =  (~U1 , . . .  , Z/3,n). 

3 Estimation of Var( u) 
7 t  

Define cij  - ~[]Z=l qilqj l ,  d i j  - z j  - w i ,  and A,z - 
1"~. 

~ j = l  q.i, jd, i jd~j  for (i, j - 1 , . . . ,  n, i ~- j ) .  Then we 
have (see Lahiri and Larsen 2000), 

V a r ( Z ) -  E - ( ( 0 . i j ) ) ,  

4.1 Simulation conditions 

One hundred replications are performed under each of 
four conditions. In cases 1 and 2, files A and B each 
have 1200 records, which are grouped into 80 blocks of 
15. It is assumed that every record has a match, so 1/15 
of record pairs are matches. In cases 3 and 4, the two 
files each have 1000 records grouped in to blocks of 20. 
In the latter cases, 1/20 of record pairs are matches. The 
regression slope is .3 in cases 1 and 3 and .6 in cases 2 
and 4. The standard deviation on the normal error term 
is .5. R-squared values are close to the regression slope 
value for the four cases. In cases 1 and 2 there are 10 
matching fields, whereas in cases 3 and 4 there are only 
8. The probability that a matched pair agrees on a spe- 

where cxi,i - var(z~) - c72+/YAi /3 ,  and cr,/j - cov(zi, z j )  Nfic comparison is always .75, but the probability that 

0.2cij for i , j  - 1 , . . . , n ; i  ¢ j .  Hence Var(/3u) = a nonmatch pair agrees on a comparison increases from 
( W t W ) - I W ' 2 W ( W t W )  -1. 

Let us now turn our attention to the estimation of 
V a r ( ~ u ) .  This requires estimation of 0 -2. A naive esti- 
mator of mean squared error (MSE) based on Z is given 
by 

MSE - 
'r~ - p 
~ Z t ( f  - X Z ( X Z X ) - l x ) z .  

Note that MSE is not unbiased for o -2 under the model 
described by (1) and (2). 

In order to obtain an estimator of o .2 , consider 

s 2 - z ' ( I -  

Note that (see Lahiri and Larsen 2000) 

E(S  2) - (n - p - a)0. 2 + / 3 ' D ~ ,  (5) 

7 t  n 

where a -  E i : 1 E ] # i  h{jcj, i ,  D - E ~ : , ( 1  - h.)A{ 
and h ij - w ' { ( W ' W ) - l w j .  The equation (5) motivates 
us to consider the following estimator of 0.2 : 

6 .2 - max{0,  $2 - /~'/~~'uD~-'u }. 
n - p + a  

It can be shown that 6 .2 is consistent for 0 .2 under the 
model described by (1) and (2) and under certain mild 
regularity conditions (see Lahiri and Larsen 2000). 

.20 for cases 1 and 2 to .25 for cases 3 and 4. Table 6 
displays the simulation conditions. 

The files A and /3  were generated and comparison 
vectors calculated. The EM algorithm (Dempster, Laird, 
Rubin 1977) was used to fit a two-class conditional in- 
dependence mixture model to the comparison vectors 
to estimate probabilities for the Fellegi-Sunter (1969) 
algorithm. The EM algorithm for record linkage ex- 
amples is described in many places, including Larsen 
and Rubin (2001), Armstrong and Mayda (1993), and 
Winkler (1988). Cases 1 and 2 and cases 3 and 4 have 
similar Fellegi-Sunter weights, respectively. Cases 1 
and 2 can be described as the good matching scenario 
in which there is little overlap of weight distributions. 
Cases 3 and 4 are mediocre matching scenarios in com- 
parison to cases 1 and 2. 

4.2 Results 

Results are presented for the four simulations separately 
in figures 1 through 4 and in tables 2 through 5. In fig- 
ure 1, histograms of regression estimates in 100 simula- 
tion replications under case 1 conditions are presented. 
The naive regression estimates (regress Z on X)  un- 
derestimate the regression slope of .3. The robust re- 
gression (least median regression) also underestimates. 
Scheuren and Winkler's (1993) method (method SW) 
overestimates the slope. Our unbiased method looks 
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better. Table 2 presents a numerical summary of bias, 
sum of squared errors, and mean absolute deviations in 
the 100 replications for case 1. Scheuren and Winkler's 
method using all pairs instead of just the best 2 (row 
SWext) seems to make additional adjustment in these 
simulation cases. 

The regression estimates were computed with the 
true probabilities used to make the simulated data for 
comparison. Results using the true probabilities are very 
similar to the results reported here, because the proba- 
bilities estimated by EM are close to the true probabili- 
ties. 

In fairness to the SW method (1993), it would per- 
form better if not all record pairs, but record pairs with 
probability of matching above a threshold were used. 
Additionally, the next stage of research should be to 
compare Scheuren and Winkler's (1997) iterative method 
to the unbiased method. It could be considered to be an 
advantage of the unbiased method that it performs well 
using all record pairs. 

The story in the other cases is basically the same as 
for case 1. In case 3, the SW method has the smallest 
bias, followed closely by our unbiased method. Further 
study is needed to learn why the methods are perform- 
ing as they are and whether or not the results can be 
generalized to more realistic situations. 

5 Conclusion 

Computerized record linkage can introduce errors into 
the composite file when errors are made in matching 
records. The mismatch errors can cause problems for 
analyses of variables brought together from different 
source files. In the presence of matching errors, naive 
estimates of linear regression coefficients are biased to- 
ward zero because the errors attenuate the relationship 
between the predictors and response. In simulations, 
least median regression was not sufficient to guard against 
matching errors, whereas the method of Scheuren and 
Winkler (1993) as applied here made too much of an 
adjustment. Our unbiased method seemed to perform 
very well across a range of situations. 

More work is needed to understand why our method 
seems to offer some improvement over the other meth- 
ods. Please note that we have not implemented Scheuren 
and Winkler's (1997) iterative procedure. Our results 
are sensitive to estimates of probabilities used in the 
Fellegi-Sunter (1969) algorithm and the influence should 
be studied. Future work will involve comparing our 
method to Scheuren and Winkler's (1997) iterative method. 
We also plan to produce measures of uncertainty for our 
estimator and develop methods of regression adjustment 

that account for the uncertainty in the estimated proba- 
bilities. It might also be possible to incorporate the iter- 
ative clerical review method of Larsen and Rubin (2001) 
in the estimation process. 
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Table 1: Simulation conditions 
Conditions case 1 case2 case3 case4 

7~ 

O" 

k 

pk 

qk 

number of replications 100 100 100 100 
size of files A and/3 1200 1200 1000 1000 
regression slope .3 .6 .3 .6 
regression SD .5 .5 .5 .5 
number of comparison fields 10 10 8 8 
probability of agreement .75 .75 .75 .75 
on a field for a match 
probability of agreement .20 .20 .25 .25 
on a field for a nonmatch 

size of blocks 15 15 20 20 
quality of matching situation good good soso soso 

Winkler, W. E. (1994), "Advanced Methods for Record 
Linkage," in American Statistical Association Pro- 
ceedings of Survey Research Methods Section, pp. 
1994. 

M (1995), "Matching and Record Linkage," in Busi- 
ness Survey Methods, ed. Cox, B. G., Binder, D. 
A., Chinnappa, B. N., Christianson, A., Colledge, 
M. J., and Kott, P. S., New York: Wiley Publica- 
tions, pp. 355-384. 
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Table 2: Regression Results case 1 

Method 

Bias 

E ( #  - .3)/~oo 

sum of squared e r r o r s  

E ( ~  - .3) ~ 

mean absolute deviation 

EI~-.311100 
Naive 

SW 
SWext 

Robust 
Unbiased 

-.012 
.019 
.020 

-.012 
-.004 

.039 

.077 

.075 

.052 

.029 

.016 

.023 

.023 

.018 

.014 

Table 3: Regression Results case 2 

Method 

Bias 

E (~ - .  6.) / ~ o o 
sum of squared e r r o r s  

E ' ( 9 -  .6) ~ 

mean absolute deviation 

E 9~-  . 6 / i o o  
Naive 

SW 

SWext 

Robust 

Unbiased 

-.023 

.030 

.041 

-.013 

-.009 

.072 

.121 

.200 

.045 

.034 

.024 

.030 

.042 

.018 

.015 

Table 4" Regression Results case 3 

Method 

Bias 

E ( 9  - .3)/lOO 

sum of squared errors 

E ( 9  - .3) ~ 

mean absolute deviation 

E l / ? - . 3 1 / l o o  
Naive 

SW 

SWext 
Robust 

Unbiased 

-.046 

.000 

.019 
-.038 

.008 

.239 

.043 

.078 

.185 

.044 

.046 

.017 

.023 

.038 

.016 

Table 5" Regression Results case 4 

Method 

Bias 

E ( 9  - .6)/~oo 
sum of squared errors 

EC9 - .s) ~ 

mean absolute deviation 

E [8 -.61/100 
Naive 
SW 

SWext 
Robust 
Unbiased 

-.056 
.024 

.038 
-.034 
-.010 

.335 

.102 

.187 

.153 

.048 

.056 

.027 

.039 

.035 

.017 
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Case 2 regression results 

0 

0 

0 
03 

0 
CO 

1 - - I  ! ! 

0 
o3 

0 

0 

0.50 0.65 0.50 0.65 

reg$naive reg$sw 

0 

0 ! F1 | 

0 
cO 

0 

0 •k r - i  
! ! 

0.50 0,65 0.50 0.65 

reg$robust reg$unbiased 

17 



0 
¢0 

Case 3 regression results 

0 
03 

0 I i i 

0 0 

0 

0 
03 

Figure 3' 

0.20 0.30 0.40 0.20 0.30 0.40 

reg$naive reg$sw 

0 
03 

0 

0 

~4q 

r - - i  
! ! 

0.20 0.30 0.40 

0 

0 i - - !  
! i 

0.20 0.30 0.40 

reg$r0bust reg$unbiased 

18 



0 
0'3 

Case 4 regression results 

0 I ! 

0 
CO 

0 

! ! 

0 
O3 

0 

0 

0.45 0.60 0.45 0.60 

reg$naive reg$sw 

0 

0 t m , , 

Figure 4" 

0 

0 ! 

0.45 0.60 0.45 0.60 

reg$robust reg$unbiased 

19 


