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A b s t r a c t :  

The National Resources Inventory is a large nation- 
wide survey of the U.S. land area. Measurements are 
made on many characteristics, including land use. 
Estimates of land uses that represent a relatively 
small fraction of total area, such as roads, are desired 
for counties and portions of counties. A small area 
estimation scheme using auxiliary information and a 
components-of-variance model is described and esti- 
mation results presented. 

1. I n t r o d u c t i o n  

Few national surveys are designed to provide direct 
sample estimates for the smallest geographic areas of 
interest. For example, the U.S. Current Population 
Survey is of a size to provide direct estimates only for 
the larger states. In the same way, the crop reports 
issued by the U.S. Department of Agriculture are 
based on direct sample estimates at the state level. 
Thus, it is reasonable to consider model-based pro- 
cedures called small area estimation when estimates 
are desired for smaller geographic units. An exam- 
ple of such units are counties in the United States. 
We describe the application of small area estima- 
tion procedures for a large U.S. survey called the 
National Resources Inventory. 
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v e n t o r y  

The Iowa State Statistical Laboratory cooperates 
with the U.S. Natural Resources Conservation Ser- 

This research was funded in part by cooperative agree- 
ment 68-3A75-43 between the USDA Natural Resources Con- 
servation Services and Iowa State University. Computing for 
the research reported in this paper was done with eqipment 
purchased with funds provided by an NSF SCREMS grant 
award DMS 9707740. 

vice on a large survey of land use in the United 
States. The survey is a panel survey and was con- 
ducted in 1982, 1987, 1992, and 1997. 

The survey collects data on soil characteristics, 
land use, land cover, wind erosion, water erosion, 
and conservation practices. The data are collected 
by employees of the Natural Resources Conservation 
Service. Iowa State University has responsibility for 
sample design and for estimation. See Nusser and 
Goebel (1997) for a complete description of the sur- 
vey. 

The sample is a stratified sample of all states and 
Puerto Rico. The sampling units are areas of land 
called segments. The segments vary in size, from 40 
acres to 640 acres. Data are collected for the en- 
tire segment on items such as urban land and water 
area. Detailed data on soil properties and land use 
are collected at a random sample of points within 
the segment. Generally, there are three points per 
segment, but 40-acre segments contain two points 
and the samples in two states contain one point per 
segment. Some data, such as total land area, feder- 
ally owned land and area in large water bodies, are 
collected on a census basis external to the sample 
survey. The current sample contains about 300,000 
segments and about 800,000 points. 

The sample size is such that direct estimates have 
acceptable variances for subdivisions of the surface 
area called hydrologic units. Hydrologic units are, 
essentially, drainage areas for major streams. There 
are about 200 hydrologic units in the United States. 
The estimation procedure is designed to reproduce 
the correct acreage for counties where conuties are 
important  political subdivisions. There are about 
3,100 counties in the United States. Because the 
sample must provide consistent acreage estimates for 
both counties and hydrologic units, the basic tabu- 
lation unit is the portion of a hydrologic unit within 
a county. This unit is called a HUCCO. There are 
about 5,000 HUCCOs. Some HUCCOs are relatively 
small and may contain only one segment. Some are 
relatively large and contain more than 100 segments. 
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3. S m a l l  A r e a  E s t i m a t i o n  

In the National Resources Inventory, small area esti- 
mat ion is used in the est imation of area in roads and 
in the est imation of acres in urban and built-up ar- 
eas. Urban land is divided into two categories on the 
basis of the size of the tract. We present the anal- 
ysis for the change in the sum of the two categories 
of urban land acreage from 1992 to 1997. 

3.1 S m a l l  a r e a  e s t i m a t i o n  m o d e l  for  u r b a n  
c h a n g e  

The urban area was determined for each year of the 
NRI survey. Let U92kt  and U97kt denote urban area 
in HUCCO 1 of county k in 1992 and in 1997 respec- 
tively. The data  used in small area estimation for 
urban change are Dkt = U 9 7 k l -  U92kl, the direct 
estimated change from 1992 to 1997. The auxiliary 
information is the 1992 population and 1997 popu- 
lation. Population data  are only available for coun- 
ties, not for HUCCOs. Therofore, we defined two 
variables 

Z, kI,1 - (U92~-1U92at)P92k 
- ( U 9 2 - ~ l U 9 2 k z ) ( P 9 7 k -  P92k), 

where U92k is the urban acres in county k in 1992, 
P 9 2 k  and P97k are the populations of county k in 

1992 and in 1997 respectively. We expect both vari- 
ables to be positively related to the change in urban 
acres. Because a reduction in urban area is extremly 
rare, we set the populat ion change variable to a small 
positive number if the population change is negative. 

Some heavily urbanized areas have a large pop- 
ulation and very little area in non-urban uses that  
can be converted to urban use. Therefore the actual 
regression variables used in the analysis were con- 
structed to recognize the availability of potentially 
convertible land. The variables are 

Zkl,1 
Zkl,2 

-- rain(R1Z, kl,1, 0.5Ckl) 
-- m in (R2 5 k z ,2 ,  0.5Ckz),  

where Rj is the ratio of the total change in urban for 
the state to the sum of 5kt,i for the state, and Ckl is 
the total area available for conversion to urban use 
in HUCCO kl. 

In the sequel, we use the sigle subscript i in 
place of the double subscript kl as the index for the 
HUCCO. Our goal is to predict di, the unobservable 
true value of change in urban area. The distribution 

of Di is highly skewed. Therefore, a power trans- 
formation I// - D °a75 is used in the est imation.  A 
model for small area estimation is 

Yi - -  X l i ~ l  -'~ X2i/~ 2 "~ rt°375bi (3.1) 
Y~ - y~+~g, ( 3 . 2 )  

where Y i -  d 0375, X l i -  Zl°i 375~ x 2 i -  z°~ 375, ni is 

the number of sample points in the i-th HUCCO, 
bi is the area effect, ei is the sampling error, and 
(hi, e i ) , i  - 1, 2, ..., m, are independent vectors 
with normal distribution 

0 
( 0 

We designed the small area estimation procedure 
to be fully au tomated  because estimates were to be 
constructed for about  5,000 small areas using more 
than fifty analysis units, where the typical analysis 
unit is a state. Therefore, we used relatively sim- 
ple procedures in place of complicated procedures 
that  might produce marginal gains in efficiency. One 
could design an iterative estimation procedure for/31 
and/32 in which the estimated between area compo- 
nent of variance is used to estimate the covariance 

°375bi. We used a simple weighted matr ix  of ui - ni 
least squares procedure where the weights were a 
function of ni .  The estimators of (/31,/32)' is 

where 

n __  

~: liY/ 
1 - H  

I " 5XliX2i I 
i i 

Z - ni XliX2i rt i 0 " 
i i 

(3.4) 

Because the variance of Y/ is closely related to 
ni 0.25, the procedure is close to est imated gener- 
alized least squares. Our model est imator of yi is 

- + ( 3 . 5 )  

r/ 1 Let V ( D i l d i ) -  V ( e  i ), r l -  0.375- , be the within 
HUCCO sample error. The variance of e i can be es- 
t imated directly from the sample data. However, 
the sample size is relatively small in some HUC- 
COs and, hence, the variance of the est imated vari- 
ance is large. Therefore, a model was developed for 
V ( D i [ d i )  to provide an improved variance est imator  
for small HUCCOs. 

651 



If we had a simple random sample of points with 
a zero-one indicator for urban change, the sample 
variance of Di would be 

r] v(~) - -  V ( N i ) )  - N 2 n - ( 1 P Q  

--  NTI~ 1 ( N P Q )  " N n ~  1 ( N P )  ,(3.6) 

where N is the population number  of sample units, 
P is the proportion of the units tha t  change into ur- 
ban, and/5 is the corresponding sample proportion. 
In our notation,  Di -- NI). Now n ~ l N  is constant 
under proportional  sampling. Thus, V ((?i) should 
be proportional to E (Di) = N P. In our da ta  the 
variance may increase at a slightly faster rate. If 
P were nearly constant,  then n~-lE (Di) = n - [ I N P  
would be nearly constant too. This means that  
E (Di) would be almost proportional to hi. It seems 
reasonable to approximate  the variance of Di with a 
function of both ni and E (Di). Our approximat ion 
is 

V ((?7)--C1 Tl7025-~ (Di) 125 , (3.7) 

where C1 is a constant to be determined.  By Taylor 
approximation,  the variance of ei is 

_ _  r /  v (~) [E (D~)] ~(~-1) ~ v  (~). (3.8) 

For 7 / -  0.375, we have 

2 -0.25 (3.9) V ((?i) - ~wni 

where cr w2 is a constant to be determined 

Let ? (e~) be the direct est imated variance of Di 
from the sample data.  The est imated variance of ei 
is 

(ei) - 0.96 (D~') 2(~-1) r]2~ 7 ((?/~) (3.10) 

where 0.96 is an empirical adjus tment  and D~ is an 
est imator  of E {Di} .  An est imator  of the within 
component  of variance is 

Au 5i E n°25V  {(?i} ~/ (3.11) G w -- 
i 

where 

1 if ni > 2 
5i - 0 otherwise. 

An est imator  of the between-component  of variance 
is 

&~ -- E niSi E 5"2b,iniSi' (3.12) 
i i 

where/~2 0.3752[ 2 ] ~,~-(~- ) ( ~ - Y ~ )  V ( ~ ) .  

The predictor of yi for the i-th HUCCO is 

- y ~ + a ~ ( E - y ~ )  

= & i ~ + ( 1 - & / ) ~ ) / ,  

where 
&i (O'~ -F ?'/71^2 --1 

- ~ )  ~,?~. 

(3.13) 

(3.14) 

Under the model, the error in yi as an es t imator  
of yi is 

~i - yi  - a (u i  + ei ) - u i  

+ ( 1 -  & i ) [ X l i ( f i l - / 3 1 )  + x2i(fi2 - fl~)], (3.15) 

where ui - n°37~bi. If di were treated as a 
fixed quant i ty  and the possible covariance between 
(el, ui) and (~1, ~2) ignored ,  

o~ )~ ~ ; 1  ~] { Y i - Y i } - n i  [ ( 1 - & i  & [ +  d~ 

+ (1 - ~ ) ~ ( ~ , x ~ ) ~ > { ( ~ , ~ ) ] ( x ~ { , ~ { ) '  (3.16) 

The est imator  (3.16) does not contain a contribution 
to the variance from es t imat ing the variance compo- 
nents. 

The predictor of change in total  urban from 1992 
to 1997 for HUCCO i is 

d i -  :0~. (3.17) 

The corresponding variance of di is 

~di -- di~ -- (0 .96) -1(D;)125(0 .375)-2V { Y i -  Yi} . 

( 3 . 1 8 )  

For confidence limits of di, it is preferable to set lim- 
its for yi and then exponentiate  those limits. The 

is partial  adjust- 

ment  for this bias, and to main ta in  the design un- 
biasedness of the state es t imated change, the small 
area est imates are ratio adjusted so that  the sum 
of the est imates is equal to the sum of the direct 
est imates for the state in the production program. 

3.2 R e s u l t s  a n d  M o d e l  C h e c k s  

We present some plots and statistics for a set of 
HUCCOs in a state in the Midwest. The analyses 
are prel iminary as the da ta  have not been released. 
There are 163 HUCCOs in the state. The HUC- 
COs are divided into ten groups on the basis of the 
model predicted change in acres. The first group is 
the group of HUCCOs with (Xli, x2i) = (0, 0). This 
is the group of HUCCOs with zero es t imated change. 
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There are either 15 or 16 HUCCOs in the remaining 
nine groups. 

Table 1 contains summary statistics for the 
grouped data. While the groups were ordered on 
the predicted change, the number of segments is 
generally larger for HUCCOs with larger changes. 
The fact that  the mean model (3.1) fits quite well 
is demonstrated by agreement between the two 
columns Y/ and /)i defined in (3.5), which is shown 
in Figure 1. 
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Figure 1" Mean Model 

The t-statistics in the column "t-stat" in Table 1 
were calculated as the difference between the group 
means divided by the s tandard error of the differ- 
ence. The standard error was calculated using the 
mean square of the individual differences. The sum 
of squares of the ten t-statistics is 12.27. This value 
can be compared to the 5% tabular value of 18.31 for 

1 

2 
3 
4 
5 
6 
7 
8 
9 
10 

Table 1" Summary  statistics for mean model 

HUCCOs Sample 
in size 

group mean 
21 10.2 
15 20.3 
16 41.2 
16 65.8 
16 74.1 
16 73.3 
16 78.2 
16 64.4 
16 75.9 
15 109.9 

Group mean 
t-stat  

0.9 0.0 1.36 
5.4 4.0 1.25 
7.6 6.1 1.37 
5 3 7.8 -2.14 
8.2 9.1 -0.65 

10.1 10.3 -0.14 
10.2 11.5 -1.22 
14.5 13.7 0.53 
18.1 17.2 0.43 
30.1 30.2 0.10 

the chi-square distr ibution with 10 degrees of free- 
dom. The model is easily accepted on the basis of 
this test. The /~2 computed for the regression of Y/ 
on (xl i ,x2i) is  0.79. 

Figure 2 is the plot of grouped means of [V(e])] °5 
against the grouped means of [(Di,)l.25ni-O.2510.5 
The plot indicates that  (3.7) is a resonable approxi- 
amtion to the sample variance V(Dildi) - V(e'~). 
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Figure 2" Variance Model 

Table 2 contains statistics for sample standard er- 
rors using the groups of Table 1. The column headed 
[l/(ei)]05 contains theAgrou p averages of the square 
root of I/'(ei), where V(ei) is defined in (3.9). The 
averages of (n,7 °250~=2 )0.5 in the adjacent column de- 
crease as one moves down the column because the 
average sample size increases. The entries in the 
column for (n~ -°'25 A 2 )0.5 cr~ were ratio adjusted so that  

the sum is equal to the sum of [f/(ei)] °5 There 
are many direct estimates of zero in the first group, 
so that  a comparison of [fJ (ei)] °5 and (hi -°25~2c~ ) 05. 
for that  group says little about model adequacy. The 
sum of squares for the other nine t-statistics associ- 
ated with groups two through ten is 13.44, consid- 
erably less than the tabular  value of 16.92 for chi- 
square with nine degrees of freedom. Thus, there is 
no reason to reject the variance model. 

The root t ransformation has a strong variance sta- 
bilizing effect. The s tandard errors of the original 
estimates of change for the largest group are about 
3386 and the corresponding standard errors for the 
second group are about  110. 

In this particular state, the est imator of the 
between-HUCCO component  of variance was neg- 
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Group 

Table 2: Summary statistics for variance model 

HUCCOs 
in 

group 

Sample 
size 

Group mean 

mean 
21 10.2 1.16 4.02 

2 15 20.3 3.79 3.76 
3 16 41.2 3.66 3.35 
4 16 65.8 1.76 3.16 
5 16 74.1 2.98 3.10 
6 16 73.3 3.63 3.14 
7 16 78.2 2.59 3.04 
8 16 64.4 3.86 3.14 
9 16 75.9 5.79 3.07 
10 15 109.9 3.89 2.92 

(n~025^2) 0.5(7 w 
t-stat 

0.02 
0.37 
-2.04 
-0.14 
0.33 
-0.86 
0.90 
1.34 
2.38 

Mean 
of Efficiency 

0.50 
0.84 4.48 
1.38 2.42 
1.79 1.77 
1.94 1.60 
1.93 1.62 
2.06 1.48 
1.83 1.72 
2.06 1.49 
2.45 1.19 

ative. In the production version of the program we 
impose a lower bound of 0.008 on the ratio of #~ 
to cr wA2 in the computat ion of &. The lower bound 
means that  the direct estimator in a HUCCO with 
125 segments receives a weight of 0.5. 

Because the estimated value for #~ is zero, the 
estimated variance of the prediction error for yi was 
computed as 

O" w 

+ (1 - ~i)2(Xli,X2i)~/{(~l,~2)}(Xli,X2i) '. (3.19) 

The seventh column of Table 2 contains the mean 
of the prediction standard errors, where the stan- 
dard error is the square root of the model variance 
of the predictor computed with equation (3.19). The 
last column of Table 2 is the ratio of the fifth column 
to the seventh column. There are large estimated 
gains in efficiency from using the small area model, 
particularly for HUCCOs with a small number of 
segments. 
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