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Introduction 
It is common practice to evaluate the quality of survey 
questionnaires, prior to field administration. In 
particular, the past 15 years have witnessed the rapid 
growth of the use of the Cognitive Interview for 
evaluating potential sources of error in draft 
instruments (Forsyth & Lessler, 1991; Jobe & 
Herrmann, 1996; Lessler, Tourangeau, & Salter, 
1989; Tourangeau, 1984; Willis, Royston, & Bercini, 
1991). Separately, Cannell, Fowler, and colleagues 
have developed Behavior Coding techniques (Fowler 
& Cannell, 1996; Oksenberg, Cannell, & Kalton, 
1991), which endeavor to chronicle the overt problems 
that occur in questionnaires. Finally, the use of the 
Expert Review has also been common practice in 
questionnaire development, simply because critical 
review by experts, prior to implementation, seems like 
a reasonable approach to improving quality (Forsyth 
& Lessler, 1991). In this paper we refer to these 
practices as questionnaire pretesting techniques 
(despite the fact that Expert Review is not empirical in 
nature, and might not be thought of as "pretesting"). 

The survey methodology field has passed the point of 
"trying out" pretesting techniques; these have become 
standard fare in the diet of survey development. 
Therefore, the current study builds on a small but 
growing body of research that attempts to answer 
several fundamental questions (see in particular 
Presser & Blair, 1994): 

1) Are these techniques useful for pretesting 
questionnaires? 

2) Do they give the same results when "stacked up" 
against one another? 

3) If they fail to give the same results, what is 
different about them? Which one gives the best 
results? 

4) If they do give the same results, which one is the 
easiest to conduct or most economical? 

Willis, DeMaio, and Harris-Kojetin (1999) review the 
fundamental issues involved in comparing pretesting 
techniques, and conclude that a series of studies would 
be necessary to examine different facets of the general 
question, "Which pretesting method is best?" 
Therefore, our experiment addresses one, more 
limited research question: If the same questionnaire 
is subjected to Cognitive Interviewing, Behavior 
Coding, and Expert Review, will similar results be 
obtained, in the sense that the techniques detect the 
same qualitative types of problems? 

Each of the pretesting techniques studied-- Cognitive 
Interviewing, Behavior Coding, and Expert Review-- 
consists of a number of inter-related features, and can 
be implemented in myriad ways. Therefore, we first 
describe those variants that we have chosen to study, 
and distinguish these from other, similar approaches, 
which we do not evaluate (see also Campanelli, 
1997). 

Cognitive Interviewing 
The cognitive approach to the evaluation of survey 
questionnaires seeks specifically to identify problems 
that may be associated with respondents' cognitive 
processes (see Jobe and Herrmann, 1996). The 
conduct of Cognitive Interviews is a common means 
for applying the cognitive model in a manner that may 
ultimately improve the quality of survey questions, 
through the study of comprehension, retrieval, 
judgment, and response processes. Note that the term 
"Cognitive Interview" may represent as many 
identifiably different concepts as there are researchers 
who apply it; the procedure has limited common 
definition, and is in reality a family of related 
practices (see Blair & Presser, 1993; Conrad & Blair, 
1996; DeMaio, Mathiowetz, Rothgeb, Beach ,& 
Durant,1993). We define the Cognitive Interview as 
the practice of using a limited degree of think-aloud 
instruction, combined with the judicious use of verbal 
probing by the interviewer. Probes may be scripted 
prior to the interview, or they may be spontaneously 
generated during the course of the interview. This 
procedure is described in detail by Willis (1994). 
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Expert Review 
The defining feature of this technique is that the 
individuals applying it are considered to be expert in 
the critical appraisal of survey questionnaires. Beyond 
this, there are two major variables that produce 
differentiation in approach: 

1) Individual versus gr0.up r.eview.. Very often, 
questionnaire "pretesting" consists of appraisal by an 
individual reviewer. Alternatively, a group-based 
Expert Review, resembling a focus group in which the 
object of attention is the survey questionnaire, may 
also be conducted. Presumably, the questionnaire has 
been reviewed before the group meeting by each of the 
individuals involved, so the group-review meeting may 
be seen as an extension of the individual review. 

2) Informal review versus formal appraisal. A 
common means for conducting the Expert Review is 
to produce comments, pertaining to each survey 
question, in open-ended written form. However, 
several researchers have endeavored to develop more 
formal means for assigning explicit codes to problems 
that are found to exist in survey questions. For 
example, Lessler and Forsyth (1996) have developed 
the Forms Appraisal System, which contains more 
than 100 such codes. More recently, Willis and 
Lessler (1999) have developed a more compact coding 
system useable by relatively inexperienced 
questionnaire designers. 

In this investigation, we focus on the individual form 
of review, conducted in an informal (note-taking) 
manner. 

Behavior Coding 
Behavior Coding was developed in order to focus on 
interviewer and respondent behavior in interaction, 
and therefore is also known as interaction coding. 
Behavior Coding relies on overt cues given during the 
administration of survey questions under field 
conditions (e.g., need to repeat question; respondent 
request for clarification). This technique is less 
invasive than Cognitive Interviewing, in that it 
represents a passive approach to pretesting (it involves 
no additional probing or other intervention, but simply 
the monitoring of the interview, e.g., through a tape- 
recording). The practice of Behavior Coding does not 
appear to exhibit the same degree of procedural 
variability as does Cognitive Interviewing or Expert 
Review. However, as this technique has developed, 
several variants have emerged, in terms of the number 
of separate coding categories used. The variant that 

might be referred to as the Cannell/Fowler system has 
typically contained roughly eight coding categories; 
this investigation used such a system. 

Background studies 
Fowler and Roman (1992) conducted a qualitative 
comparison of Cognitive Interviewing and Behavior 
Coding, and suggested that Cognitive Interviews were 
effective in identifying problems associated with 
question comprehension. Behavior Coding, on the 
other hand, was seen as detecting problems that may 
have been overlooked or not fully appreciated by 
interviewers. In the study most similar to the current 
one, Presser and Blair (1994) compared Cognitive 
Interviewing, Expert Review, and Behavior Coding, 
and used as a basic dependent measure the number of 
problems detected by each technique. Overall, the 
Expert Review panel identified the most problems, 
whereas Behavior Coding and Cognitive Interviewing 
produced similar numbers of identified problems. 
Presser and Blair also developed a qualitative coding 
scheme for use in describing the problems found in 
survey questions. 

This present study follows the approach of Presser and 
Blair (1994) in determining the degree of overlap 
between Cognitive Interviewing, Expert Review, and 
Behavior Coding techniques. A subsidiary aim was to 
explore the degree of consistency within technique, 
following recommendations by Tucker (1997). In 
particular, we sought to answer the vital question of 
whether independent cognitive laboratories would 
produce Similar results. To our knowledge, such a 
test has not previously been done in a formal manner 
(Presser and Blair compared interviewers, but not 
different interviewing staffs). A second departure 
from the Presser and Blair approach was to use larger 
sample sizes, for each of the pretesting techniques, in 
order to allow for a more statistically powerful 
assessment, and in the case of Behavior Coding, to 
produce a situation more representative of usual 
practice in survey organizations. 

Further, rather than confounding pretesting technique 
with individual versus group-based implementation, 
our design involved individual-level evaluation for 
Cognitive Interviewing and Expert Review (that is, 
individual rather than group-based Expert Review, to 
be compared with individual-interview-level Cognitive 
Interviewing). Finally, the current design involved a 
system for identification of questionnaire problems 
that was more similar, across techniques, than that 
used in the Presser-Blair study. Specifically, as is 
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done routinely for Behavior Coding, each reviewer or 
Cognitive Interviewer was forced to make a decision, 
for each survey question, of whether a problem 
existed for that question. This approach allowed a 
relatively straightforward system for data analysis and 
interpretation. 

Mirroring the Presser-Blair approach, the current 
investigation did strive to determine whether, even if 
different pretesting techniques uncovered similar 
questions as problematic, they also detected similar 
qualitative types of problems. To this end, a coding 
system for the qualitative assessment of questions was 
produced and implemented. 

Method 
Questionnaire material.s. The questionnaire that 
served as the standard basis across pretesting 
techniques consisted of 93 questions, mostly related to 
health. This questionnaire incorporated questions 
from both a draft of the NCHS National Health 
Interview Survey and the 1985 Canadian Survey on 
Aging and Independence. Paper-based (rather than 
computerized) questionnaires were used. Next to each 
question was placed a small box (a Problem Box), 
which the reviewer or interviewer was to check if a 
problem with the question was detected. Further, 
space was provided under every question for the 
reviewer/interviewer to enter written comments. For 
Expert Reviews, the reviewer was to check the box if 
he or she anticipated that one or more problems 
existed for that question. For Cognitive Interviews, 
the Problem Box was checked if a problem was 
observed during the interview, or in some cases, 
where the interviewer noted that a problem might 
occur (it was inferred), although this was not observed 
during the interview. 1 As an example, a reviewer 
might consider the term "biofeedback" to be too 
technical in nature for the typical survey respondent, 
or the Cognitive Interviewer might find that a 
laboratory respondent failed to understand that term, 
and enter a note to that effect. 

above) were conducted independently by NCHS and 
NORC staffs. Forty-three Cognitive Interviews were 
carried out at the NCHS Questionnaire Design 
Research Laboratory by five experienced interviewers. 
Forty Cognitive Interviews were done by NORC staff 
members in Washington, D.C. and in Chicago, by 
four interviewers who were specially trained for this 
activity. Therefore, the NORC Cognitive Interviews 
were similar in approach to those of Presser and Blair 
(1994), who utilized relatively inexperienced 
interviewers, whereas the NCHS interviewing 
component was more representative of practice used 
in the everyday development and testing of 
questionnaires in Federal agencies (i.e., involving the 
efforts of a trained professional staff who routinely 
engage in these activities). Subjects responded to 
newspaper advertisements placed in the Washington 
Post (for NCHS interviews) or the Washington City 
Paper and the Chicago Reader (NORC interviews). 
The advertisement offered $30 to volunteers willing to 
spend an hour answering health questions. All 
subjects were 18 years of age or older. 

Cognitive Interviewers were instructed to use both 
think-aloud and verbal probing. For NCHS 
interviews, interviewers developed their own probe 
questions, and asked these in either scripted or 
spontaneous fashion as they administered the 
interviews. Because they were less experienced as 
interviewers, NORC staff developed a series of 
scripted probes which interviewers were instructed to 
use, although they were also allowed to apply 
spontaneous probing. For each interview, the subject 
was first introduced to the task, and instructed to think 
aloud as they answered the survey questions. 
Interviewers administered the questions in face-to-face 
fashion, entered the respondents' answers, and probed 
as described above. Interviewers also "checked" the 
Problem Box as appropriate, and recorded written 
notes under each question found to produce problems. 
All interviews were tape-recorded, and lasted 
approximately 30-60 minutes. 

Cognitive Interviewing procedures. Interviews 
focusing on the target questionnaire (as described 

:There is little agreement whether Cognitive 
Interviewers should only note problems that they 
observe, or also record problems that they feel may 
exist (i.e., that they infer), even if not observed. A 
focus of the study not to be explicitly discussed 
concerns the degree to which problems were observed, 
as opposed to inferred, across the different techniques. 

Expert. Review procedures. The questionnaire was 
reviewed independently by twenty-one staff members 
of five Federal agencies: NCHS, the Bureau of Labor 
Statistics (BLS), the Census Bureau, the General 
Accounting Office (GAO), and the National 
Agricultural Statistical Service (NASS). Expert 
Reviewers carried out activities similar to the 
Cognitive Interviewers, but through individual review 
of the questionnaires. 
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Behavior Coding procedures. Two Behavior Coding 
exercises using the target questionnaire were carried 
out. First, the questions were embedded in a larger 
paper questionnaire, as part of a face-to-face 
household pretest of the National Health Interview 
Survey (NHIS) conducted by Census Bureau 
interviewers in the Washington, D.C. metropolitan 
area (based on a convenience sample of households 
within unused Census Bureau Area Segments). 
Interviews were conducted with one adult household 
member who was 18 or older, at home at the time of 
the interview, and willing to be interviewed. A total 
of 29 interviews were tape recorded. The 
methodological section of each taped interview was 
then behavior coded at the Center for Survey Research 
(CSR) at the University of Massachusetts, and the 
tabulated coding results returned to NCHS. 

The second Behavior Coding exercise was also done 
by CSR. In this case, CSR conducted 89 telephone 
interviews, using a random-digit-dial-based sample of 
residential phone numbers within the contiguous 48 
States. Each respondent was again an 18 + household 
member who was home at the time that the call was 
made. Of the 89 interviews that were taped, the 83 
that were intelligible were behavior coded by CSR 
staff. 

For both studies, the basic behavior codes used by 
CSR were applied by three experienced coders who 
listened to the taped interviews. In analysis, if a 
question received any problem code, a Problem Box 
similar to the one used in the Cognitive Interviews and 
Expert Reviews was checked. 

Results 
The analyses described below centered on three basic 
issues: a) The number of problems identified by each 
pretesting technique, b) the correspondence within 
and between techniques with respect to the detection 
of these problems, and c) assessment of the qualitative 
types of problems identified by each of the techniques. 

Number of problems identified. The first level of 
analysis involved identifying the frequency with which 
problems were found in the questionnaire by each 
exercise involving a pretesting technique (the NCHS 
Cognitive Interviews, NORC Cognitive Interviews, 
Expert Reviews, and the two Behavior Coding 
studies). In order to compute Problem-Box-based 
percentage scores, the percentage of times that the 
Problem Box was checked (or a problem code was 
assigned, in the case of Behavior Coding) for each 

item was calculated. For example, for the NCHS 
Cognitive Interviews, a question receiving ten checks 
across the 43 interviews received a score of 23.3% 
(10/43 x 100). Across the 93 questions, the percentage 
of Cognitive Interviews identifying a problem ranged 
from 0 (no Problem Boxes checked for the 43 
interviews) to 41.9% (18 Problem Boxes out of 43 
interviews were checked). These percentages were 
then averaged, across all questions, to produce the 
overall mean for each of the techniques, and are listed 
in Table 1. 

Table 1. Problem percentage scores for each exercise 
involving the use of a pretesting technique. 

Mean (%) Standard Minimum Maximum 
Deviation 

Cognit ive In terv iewing - N C H S  (n =43) :  

11.9 10.1 0 41.9 

Cognit ive In terv iewing - N O R C  (n = 40): 

12.3 10.0 0 42.5 

Behav ior  Coding - househo ld  (n = 29): 

20.7 17.0 0 81.0 

Behav ior  Coding - te lephone (n = 83): 

26.1 23.7 1.2 100.0 

Exper t  R e v i e w  (n = 21) 

27.0 20.5 0 71.4 

Note: n refers to either the number of Expert 
Reviews, Cognitive Interviews, or Expert Reviewers. 

Overall, the Expert Review produced the highest level 
of problems (27%), in accordance with Presser and 
Blair's (1994) findings. The Behavior Coding 
exercises also produced fairly high problem 
frequencies, although the household-interview-based 
pretest identified slightly fewer problems than the 
telephone survey (21% versus 26 %, respectively). On 
average, the Cognitive Interviews reported the fewest 
reported problems. Notably, despite the considerable 
procedural differences between them, findings were 
similar between the two cognitive laboratories, with 
NCHS and NORC both producing values of 
approximately 12 %. 

These basic results are somewhat interesting, but 
clearly limited. Willis et al. (1999) in particular have 
argued that in the absence of information concerning 
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question quality, the finding of more problems cannot 
be viewed as evidence that a particular pretesting 
technique is superior. In particular, "more is better" 
reasoning focuses solely on the issue of sensitivity, 
and ignores the possibility that a highly sensitive 
procedure may have poor specificity, and produce a 
large number of false positive results. Therefore, we 
endeavored to conduct further analysis that focused 
explicitly on the extent of measurable agreement 
between techniques. 

Correlational Analysis. The second level of analysis 
ascertained the degree to which the same questions 
were found to be problematic, within and across 
pretesting techniques, through use of correlation 
analysis. Correlations were computed on an item 
basis, using as raw data the percentage score values 
described above, so that correlations were obtained for 
93 data points (items) in pairwise fashion, for five sets 
of data. We made several hypotheses, concerning the 
expected magnitude of these correlations: a) all would 
be positive, and b) comparisons involving the same 
technique, either across site (NCHS versus NORC 
Cognitive Interviewing) or across replication 
(household versus telephone Behavior Coding) would 
produce the highest values. 

Further, across different techniques, we predicted that 
the magnitude of correlation coefficients would follow 
a pattern that depended on the degree of similarity 
between techniques. In particular, we based our 
hypotheses on a model stipulating that the techniques 
exist on a continuum of objectivity, from most 
objective to most subjective, according to the 
ordering: a) Behavior Coding, b) NORC Cognitive 
Interviewing, c) NCHS Cognitive Interviewing, and d) 
Expert Review. Based on this model, we predicted 
the following specific set of results: 

1) The correlation between Behavior Coding exercises 
(household versus telephone) would be the highest; 

2) The correlation between NCHS and NORC 
Cognitive Interviews would also be high, but not as 
high as (1), because of the greater degree of 
subjectivity between Cognitive Interviewing variants; 

3) The correlation between Expert Review and 
Behavior Coding (either household or telephone) 
would be the lowest, as these represent the most 
disparate methods; 

4) The correlation between Expert Review and NCHS 

Cognitive Interviews would be higher than that 
between Expert Review and NORC Cognitive 
Interviews, because NCHS interviews presumably 
involved a greater degree of subjectivity than did those 
conducted by NORC, and more closely reflected an 
Expert Review type of activity; 

5) On the other hand, the correlation between 
Behavior Coding and NCHS Cognitive Interviews 
would be lower than that between Behavior Coding 
and NORC Cognitive Interviews, based on reasoning 
similar to that expressed in (4) above. 

These hypotheses, in sum, specify a strict ordering of 
correlation coefficients that can be easily tested. The 
relevant results appear in Table 2. Note first that as 
expected, all correlations are positive. As predicted, 
the highest correlation (.79) was between the two 
Behavior Coding studies. The NCHS and NORC 
Cognitive Interviews were also highly correlated, but 
somewhat less so (.68). This finding is indicative of 
fairly good between-method reliability; across 
laboratories, or across replication, the same techniques 
tend to identify the same items as having problems. 
This is a somewhat reassuring result, in that it 
addresses the concern expressed by Tucker (1997) that 
the results of these methods may be idiosyncratic in 
nature. Also as predicted, between-technique 
correlations were lower than within-technique 
correlations, but were still moderate to high. 

With respect to other specific hypotheses" 

1) The correlation between Expert Review and 
Behavior Coding (.54) was somewhat lower, but not 
the lowest values obtained, so this was in violation of 
expectation. 

2) On the other hand, the correlation between Expert 
Review and NCHS Cognitive Interviews (.48) was 
higher than that between Expert Review and NORC 
Cognitive Interviews (.33), as predicted. 

3) The correlations between the two Behavior Coding 
exercises and NCHS Cognitive Interviews (.49/.59) 
were lower than those between Behavior Coding and 
NORC Cognitive Interviews (.53/.73), again as 
predicted. 

Overall, the correlation analysis was fairly supportive 
of our assertions concerning the continuum of 
objectivity that may exist between pretesting 
techniques. 
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Table 2. Correlations of item percentage scores, between pretesting techniques. 

NCHS NORC Behavior Behavior 
Cognitive Cognitive Coding Coding 
Interviews Interviews (household) (telephone) 

NCHS Cognitive 
Interviews: - .68 .49 .59 

NORC Cognitive 
Interviews: .68 - .53 .73 

Behavior Coding 
(household): .49 .53 .79 

Behavior Coding 
(telephone): .59 .73 .79 

Expert 
Review: .48 .33 .54 .54 

Expert 
Review 

.48 

.33 

.54 

.54 

Note: All 12 < .001 

Qualitative analysis. The analyses described to this 
point are interesting, but provide no insight into a 
fundamental issue: Even if the different techniques 
find the same questions to be problematic, are they 
finding the same types of problems with the questions? 
In order to establish this, one must delve beyond the 
basic Problem Box level of analysis conducted above 
(the binary decision of whether a problem is identified 
or not), and further classify these problems according 
to a system that is able to assess the characteristics of 
these problems. The development of such a 
qualitative scheme has been of substantial interest in 
the survey methodological literature (Beatty, undated; 
Conrad & Blair, 1997; Lessler & Forsyth, 1996; 
Presser & Blair, 1994; Willis & Lessler, 1999; 
Willis, Royston, & Bercini, 1991). 

Beatty (undated) has compared and contrasted coding 
schemes, and demonstrated that despite wide 
variations, these tend to focus on several key 
categories, depending in part on the extent to which 
they are inspired by a particular cognitive model of the 
survey response process. In particular, these systems 
tend to be grouped into: a) those that focus mainly on 
question comprehension and on features of question 
meaning, and b) those that apply relatively more equal 
emphasis to cognitive processes other than 
comprehension (recall, decision, response). 

Following Conrad and Blair (1997), we chose the 

latter path, in an attempt to provide a generally 
comprehensive and evenly distributed system. Our 
coding scheme was initially based on a model of the 
survey response process (Willis et al., 1991) which 
emphasizes comprehension, recall, decision, and 
response processes, as well as logical problems (those 
not clearly associated with respondent cognitive 
processes, such as skip pattern errors, logical 
inconsistencies, and erroneous assumptions). This 
system is presented in Table 3. 

Each of the 43 NCHS Cognitive Interviews, the 40 
NORC Cognitive Interviews, and the 21 Expert 
Reviews were coded according to the five-category 
(CO, RE, BI, LC, LO) system (note that Behavior 
Coding was not directly amenable to such a system, 
and therefore was not included in this qualitative 
analysis). Specifically, for each interview or review, 
the coding scheme was applied to the written 
comments concerning the nature of the problems either 
found or anticipated to exist in the problematic 
questions. For example, the comments "subject 
couldn't understand the question" and "no one will 
know what this means - it's too long" received the 
code CO. Only questions that had the Problem Box 
checked by the reviewer/interviewer were coded using 
the scheme outlined above. Questions could be 
assigned up to three different problem codes, although 
use of more than two was rare. 
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Table 3. Coding system used to describe qualitative 
nature of problems through Cognitive Interviewing 
and Expert Review. . . . .  

1) CO" Comprehension/Communication problems- 
a) IN" Administration problems for the 

interviewer 
b) LE: Problems due to question length 
c) TE: Problems with specific terms 
d) DI" Problems related to question difficulty 
e) VA: Problems related to question vagueness 

2) RE: Recall-based problems 
3) BI: Bias/Sensitivity 
4) RC: Problems with response categories 
5) LO: Logical/Structural problems with question 

Inter-rater coding reliability was assessed for NORC 
Cognitive Interviews by having all interviews double- 
coded, and for NCHS Cognitive Interviews and Expert 
Reviews by having a second coder (a research 
assistant trained in the use of the coding scheme) also 
code a 50% subset of the data. For each of NORC 
Cognitive Interviews, NCHS Cognitive Interviews, 
and Expert Reviews, coding reliability was found to be 
adequate (kappa statistics exceeded .60, both overall 
and for each coding category, which is generally 
classified as "good" reliability). 

For both Cognitive Interview exercises, and for the 
Expert Reviews, the number of codes assigned were 
then aggregated across all of the questions and 
reviewers/interviewers. The overall results of the 
coding analyses, in terms of code distribution, are 
presented in Table 4, for each of the major problem 
type codes. The basic result is immediately apparent; 
across methods, the "lion's share" of the codes were 

clearly assigned to one category: CO. In this light, 
the fact that the overall coding reliability may be high 
is of somewhat modest importance, as it may simply 
reflect the fact that this one dominant category 
captures the majority of identified problems. This 
result in itself may be significant, depending on the 
degree to which one is prepared to make 
generalizations based on these results. It could be that 
the questionnaire items selected for this study simply 
happened to contain more CO problems than others, 
or that the coding scheme we developed is best 
equipped to detect these types of problems. 

Or, perhaps more interestingly, it could be that the 
nature of problems with survey questions may in large 
part involve problems in communication of meaning. 
Through in-depth analysis of the nature of Cognitive 
Interviewing, Gerber and Wellens (1997) have 
concluded that the practice of pretesting in large part 
involves the study of question meaning; that is, the 
communicative features of questions that are captured 
by our Comprehension/Communication coding 
category (see also Fowler & Roman, 1992). If Gerber 
and Wellens are correct, then our initial attempt at 
developing a coding scheme was somewhat 
misguided, in that it failed to take into account the 
extent and variety of communication and/or 
comprehension problems that may be inherent in 
problematic survey questions. To examine this issue 
further, we elaborated our CO problem type category 
into five subcodes (see Table 3), producing a system 
more consistent with the philosophy of Presser and 
Blair (1994). In brief, the results of an analysis that 
relied on this disaggregation, by several coders, again 
demonstrated a high degree of agreement in the use of 
sub-codes, between techniques, when applied to 
NCHS Cognitive Interviews and Expert Reviews (see 
Table 5). 

Table 4. Overall percentage of problem type codes assigned, for each pretesting technique. 
CO RE BI RC LO 

(Communication) (Recall) (Bias) (Response Categories) (Logical) 
NCHS 70.5 % 11.0% 1.9% 12.1% 4.5 % 
Cognitive (332) (52) (9) (57) (21) 
Interviews 

Total 

100% 
(471) 

NORC 58.1% 
Cognitive (358) 
Interviews 

13.3% 1.3% 19.8% 7.5% 100% 
(82) (8) (122) (56) (626) 

Expert 75.1% 
Review (414) 

7.8% 3.3% 9.1% 4.7% 100% 
(43) (18) (50) (26) (551) 

Note: The number of codes assigned in each technique is given in parentheses. 
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Table 5. Distribution of major codes and CO sub- 
codes, by pretesting technique. 

NCHS Cognitive Expert 
Interviews Reviews 

1) CO* 70.5% 75.1% 
IN 0.6% 1.7% 
LE 1.7% 3.8% 
TE 21.4% 22.9% 
DI 11.9% 11.3% 
VA 25.5% 24.5% 
** 9.3% 11.1% 

2) RE 11.0% 7.8% 
3) BI 1.9% 3.3% 
4) RC 12.1% 9.1% 
5) LO 4.5% 4.7% 

100.0% 100.0% 

* CO subcodes are expressed as percentages of the 
total number of codes assigned. 

**Uncodeable 

Discussion 
We asserted at the beginning of this paper that no 
single study will answer the fundamental question: 
"Do different pretesting techniques work, and which 
one is best?" However, to the extent that our results 
may represent a useful piece of the puzzle, several 
conclusions seem warranted: 

Pretesting t.echnique reliability. As conducted within 
this study, pretesting techniques appear to exhibit a 
reasonable degree of consistency. Of particular 
interest is the result from Behavior Coding; 
researchers often wonder "how much is enough," 
when conducting a Behavior Coding study, and the 
issue of whether a relatively small sample is of use 
often emerges. In the current study, we found that the 
results from a pretest involving only 29 recorded 
interviews were very similar to those from one 
involving 83 respondents, indicating that useful 
information may be gleaned from a much smaller 
sample than is often involved in Behavior Coding 
exercises (Zukerberg, Von Thurn, and Moore, 1995, 
have made a similar argument). 

Second, Cognitive Interviews that were conducted on 
different subjects, by different interviewers of 
disparate experience, and using somewhat different 
methods (NCHS versus NORC), revealed similar 
results. To some extent, this addresses the concern 

that once these variables are confounded, method 
reliability will suffer interminably. However, a more 
pressing concern may be the criticism that the current 
study did not engage Cognitive Interviewing in the 
manner normally applied by survey research 
organizations. In fact, Cognitive Interviewing 
procedures typically: a) make use of smaller testing 
round (often only 8-12 subjects), and b) involve 
multiple rounds of testing, in iterative fashion, with 
changes to questions made between rounds. We 
acknowledge these limitations; further analysis of our 
data, or further studies, will be necessary before we 
can adequately address these issues. 

Relative confidence in techniques. The fact that 
different techniques appear to be somewhat similar in 
their results, depending on the closeness of these 
techniques, but are not completely overlapping, could 
be seen as positive result (see Esposito and Rothgeb, 
1997). Presumably, different techniques have 
different strengths; for example, Behavior Coding is 
relatively objective, makes use of larger samples, and 
focuses on observation of overt problems. On the 
other hand, Cognitive Interviewing trades off strength 
in numbers (sample size) for intensity of focus; the 
effect of verbal probing is very likely to "bring out" 
covert problems that are otherwise not directly 
observable. Therefore, it is not surprising that there 
is some correspondence between the problems found, 
although the overlap is not total. 

Competition between techniques. We make a final 
statement concerning the basic logic involved in 
"stacking up" pretesting techniques against one 
another, in order to determine which is best. Several 
authors (Campanelli, 1997; Willis et al., 1999) have 
challenged the notion that the methodological "holy 
grail" consists of identifying the technique that is 
superior in an absolute sense. Rather, these methods 
may naturally tend to insert themselves at particular 
points in the survey development process, simply 
through the nature of their constituent features. 

Expert Review is easily and efficiently conducted very 
early in the development process, especially as the 
lack of coherent skip patterns, exact wording, and 
format may not be a major impediment. Cognitive 
Interviewing is a logical follow-up step (if only 
because it is sensible that a Cognitive Interviewer be 
a questionnaire design expert who has reviewed the 
questionnaire, prior to conducting these interviews). 
Finally, the subsequent Behavior Coding of a field 
pretest may take advantage of the fact that a relatively 
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large sample is available, that interviewers will be (or, 
in most cases, should be) reading the questions and 
following instructions as scripted, and that the 
procedure lends itself best to passive observation, as 
opposed to invasive probing. Given these constraints 
and scheduling realities, there is no reason to believe 
that one must choose one technique over the others. 
The current finding that these techniques do seem to 
bolster, rather than to conflict with one another, may 
be sufficient justification for asserting that they 
provide the basis for an integrated package of 
techniques that in combination provide an effective 
means for contributing to the questionnaire 
development process. 
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