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A b s t r a c t :  

Population surveys with multiple callbacks to maxi- 
mize response rates are expensive, and a substantial 
proportion of the data collection cost comes from the 
many callbacks required to obtain a small proportion 
of interviews with difficult-to-reach respondents. We 
explore whether data collection costs are reduced by 
subsampling a random proportion of the originally 
sampled units from the mth callback at tempt for- 
ward, with case weights utilized to adjust for the 
undersampling, subject to the constraint of main- 
taining a constant variance of an estimated mean. 

1. I n t r o d u c t i o n  

Population surveys often require multiple callbacks 
to maximize response rates, and a substantial pro- 
portion of the data collection cost comes from the 
many callbacks required to obtain a small proportion 
of interviews with difficult-to-reach respondents. To 
reduce costs, a random proportion a of the remain- 
ing callbacks are subsampled at the ruth callback at- 
tempt for continued effort, and the remaining 1 -  a 
proportion dropped. Case weights are utilized to 
correct for any bias that might result from the un- 
dersampling of more difficult-to-reach respondents. 
Variance is kept constant by increasing the initial 
number of sampled units. 

The paper shows that subsampling can be cost- 
effective whenever the proportion of total cost asso- 
ciated with the remaining callbacks exceeds the pro- 
portion of interviews obtained from the callbacks. 
That  is, when: 

1. the probability of obtaining an interview on a 
given callback is declining and 

2. the callback or interviewing costs for these late 
respondents are greater on average than for the 
earlier respondents. 
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1.1 P r e v i o u s  W o r k  

Previous work in this area has been conducted 
by Deming(1953)and Hansen and nurwitz(1958). 
Deming assumed that response probabilities were 
constant over calls, and made no allowances for the 
cost of refusals. Hansen and Hurwitz restricted 
their analysis to the two-callback, mixed mode case. 
For an excellent summary of these approaches, see 
Groves(1989). This paper extends these works by 
allowing for differings response probabilities at each 
callback, non-zero costs of refusals, and multiple 
calls up to some fixed number K. 

2. D e s c r i p t i o n  o f  F u l l  C a l l b a c k  a n d  

S u b s a m p l i n g  S t r a t e g i e s  

For the full callback (FC) strategy, up to K callbacks 
are made for all sampled units. 

For the subsampling (SS) strategy, at the ruth 
callback at tempt (m < K), a random proportion of 
a nonresponding units are retained for future call- 
back attempts; all at tempts are terminated for the 
remaining ( l - a )  proportion. Up to K callbacks are 
attempted for the proportion retained in the sample. 

We presume to know or estimate: 
p j  - P(interview at the j th  callback) 
qj  - P(interview at the j th  callback]no interview 

or refusal up to the j th  callback) 
r j  = P(refusal at the j th  callback) 
s j  - P(refusal at the j th  callback I no interview 

or refusal up to the j th  callback) 
cy - cost of the j th  callback 
dj - cost of an interview at the j th  callback 
e j  - cost of a refusal at the j th  callback 
N - number of units initially in the sample under 

FC strategy 
N '  - number of units initially in the sample under 

SS strategy 

2.1 E x p e c t e d  Cos t s  and  V a r i a n c e  of  M e a n  
U n d e r  FC and  SS S t r a t e g i e s  

To determine an e f f i c i e n c y  r a t i o ,  find the expected 
total cost under the two strategies as N E  (FC) and 
N ' E ~  (SS), where E and E~ are the expected per- 
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unit cost under the FC and SS strategies, respec- 
tively. 

We then determine N ~ as a function of N by re- 
quiring that the variances of asample  mean be equal 
under the two strategies. 

We assume for simplicity that our survey sample 
is drawn using simple random sampling. Then strat- 
ifying by callback and conditioning on the callback 
strata sample sizes, 

Var('~) -- 
N[~c_I p~l 2 

where ~r] is the variance of element z in callback stra- 
tum j. Weighting by 1 /a  to correct for the under- 
representation of respondents requiring m of more 
callbacks, 

Var~(~) - EJ~=qXPJa] 4- ( l / a ) E y = m p j c r  2 
N i  K 

Thus V a r ( ~ ) -  Vara(~)implies  

N '  - - N(~-'J~=~lpjcr] + ( l / a ) E g = m p j a ] )  

( E j K _ I  p j o  "2) 

Also, we have for the expected per-unit costs under 
the full callback and subsampling strategies: 

K 
E - j~lpj[CJ 4- dJ] 4- qj 

m - 1  K 
E .  - 

j=l  j=m qJ 

and Ea - E - (1 - a) ~'~g=m pj[Et 4- dj] 4- rjej. qj 

2.2 W h e n  is t h e  S u b s a m p l | n g  S t r a t e g y  
M o r e  Efficient ? 

For the total cost under the subsample strategy to 
be less than the total cost under the "full callback" 
strategy, we need 

NI Ea < N E  

o r  
m - 1  2 N(~7~j= 1 pjo'j + ( l / a )  K 

( E j K _ - I  pj  o "2) 

(E ( l-a)  g - E j=mpj[  ~- 4- dj] 4- rjej) < N E  qj 
Dividing both sides of the above inequality by N E  

yields an efficiency ratio 

f _ (A' 4- (1 /a) (A - A') (1 - ((1 - a ) D / E ) )  
A 

where 
K 2 A' ,,,-1 2 A -  E j = I  pjo';  - E j = I  pjo';  
K 

D -  Ej=rn Pj[~ + dj] + rjej qj 

u di] E - ~"]j=l PJ[ql 4- __ 4- rjej 
Assume the variance of our measure of interest is 

constant across the callback strata; then f reduces 
to 

f -  (c 4- ( l / a ) (1  ' c ) ) ( 1 -  ( 1 -  a)c '))  

where B ' -  cB and D -  c'E for B -  y~K=I pj and 
B I m - 1  - ~ j = l  Pj. Note that c is the probability of an 
interview occuring before subsampling given that an 
interview occurs and c' is the proportion of expected 
cost incurred after subsampling. 

To minimize f with respect to a and m, fix m and 
thus c and c'. Differentiating f with respect to a,  
setting equal to zero, and solving for a yields 

a -  i ( c ' -  l~!Ccc, - 1) 

In order for a and thus f to be less than 1, c+c' > 1 
- that  is, when the proportion of the cost in the call- 
backs to be subsampled (d) is greater than the pro- 
portion of interviews remaining ( 1 -  c), subsampling 
will be the more efficient strategy. 

c "- 0 . 2 5  

c = 0 . 5 0  

c = 0.75 

c = 0 . 9 0  

c = 0 . 9 5  

c I = 0.25 

= 1.00 
f=l.00 

a = 0.58 
f=0.96 
c~ = .40  

f = . 9 1  

c I = 0.50 

= 1 . 0 0  

f=l.00 
a = 0.58 
./--0.94 

a = 0 . 3 3  

/=0.80 
o~ = .22 

f = 0 . 7 2  

c I = 0.75 
a = 1 .00  

f - - l . 0 0  

a = 0.58 
I=0.94 

ct - -  0 . 3 3  

I=0.75 
c~ = 0 . 1 9  

f = 0 . 5 6  

a = .13  

f = 0 . 4 6  

c I = 0 . 9 0  

ct = 0.58 
I=0.96 

ct = 0 . 3 3  

f=0.s0 
ct = 0 . 1 9  

1 = 0 . 5 6  

ct = 0 .11  

f = 0 . 3 6  

a = 0 . 0 8  

f = 0 . 2 7  

Table 1" Minimum Efficiency Ratio and Minimizing 
Value of a as a function of c (given an interview 
occurs, probability of an interview occuring before 
subsampling) and c' (proportion of expected cost in- 
curred after subsampling callback in the absence of 
subsampling). 

Note that savings increases as the proportion of 
total cost (under full sampling) from the callbacks to 
be subsampled increases while the proportion of in- 
terviews from these callbacks (and thus the degree to 
which the weights increase the variance) decreases. 
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e Subsampling when Probability of 
Obtaining Interview and Cost of 
Interview is Constant and Call- 
back Cost Increases Linearly 

(In the remaining sections we assume for ease of 
presentation that refusal costs are zero.) Assume 
a) K = 10, b) interview cost is fixed, c) condi- 
tional probability of interview is constant (qj - q 
for all j), and d) callback cost increases linearly 
(Cl = 1, c2 = 2 , . . . ) .  Then total savings of 0.5-7% 
appear achievable, depending on the ratio of the in- 
terview and callback costs and on the probability of 
obtaining an interview at a given callback (see Fig- 
ure 1). 

As the cost of the interview relative to the call- 
back increases, the effectiveness of subsampling di- 
minishes since the callback cost as a proportion of 
total cost diminishes. As the callback success rate 
increases, an increasing proportion of interviews are 
completed during early callbacks, implying a) ear- 
lier subsampling, b) declining savings under subsam- 
pling. 

3.1 Ca l lback  Cos t  Has  La rge  S t ep  F u n c t i o n  

If bring forward our assumptions from the para- 
graphs above but further assume that we have a 
mixed-mode contact (e.g., postal followed by face-to- 
face), so that  callback costs increase linearly within 
mode but that the cost of the second mode is 100 
times greater for callback/interviews than initial 
mode, and further that the more expensive mode 
is used from the 3rd contact a t tempt  forward, then 
clearly subsampling should begin at the 3rd callback, 
and should be quite severe. The potential savings is 
substant ial-  approaching 45% when the probability 
of initial interview is 0.33 (see Figure 2). 

Here, savings are reduced if q is relatively small, 
since the increase in sample size required to compen- 
sate for the larger proportion of interviews with large 
weights (e.g., 1 / a = 2 0 )  will "eat up" some of the sav- 
ings generated through subsampling. Also, savings 
achieved is relatively independent of the cost of the 
the interview relative to that of the callback within 
each mode-  the operative factor is dramatic increase 
in callback and interviewing costs at the third call- 
back. 
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Figure 1: Efficiency ratio and subsampling fraction 
by callback, where interview cost is fixed at 1, 5, 
or 25 times of initial callback, and callback cost in- 
creases linearly. 
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Figure 2: Efficiency ratio and subsampling fraction 
by callback, where interview cost is fixed at 1, 5, or 
25 times of initial callback, and first and second call- 
back/interview costs are 0.01 that  of later callback 
(within mode, callback cost increases linearly). 

4. Relationship to Optimal (Ney- 
man) Allocation for Stratified 
S a m p l i n g  

Neyman (or optimal allocation) procedure for strat- 
ified sampling (Kish, 1965) says that  the total vari- 
ance of the sample will be minimized if 

r$ h O ( W h S h / ~ / r ( J h )  

where nh is the sample from strata  h, Wh is the 
proportion of the population in s t rata  h, Sh is the 
standard deviation of an obervation in s t ra tum h, 
and Jh is the average cost of an interview within 
s t ratum h. 

Consider a two callback case, where the callback 
cost is essentially 0 but the cost of the interview is D 
times greater in the first callback than the second. 
Then, assuming the standard deviation is constant, 
we obtain the following: 

No Neyman 
Callback Subsampling Subsampling Allocation 

First ql N ql N ql N 
Second q, (1 - q2)N aql(1 - q~)N 

Table 2" Expected sample sizes under full callback, 
subsampling, and optimal allocation 

Given that  the "sunk costs" of the initial interview 
are 0 and that  we condition on the "observed" sam- 
ple, our optimal subsampling for callbacks converges 
to Neymann allocation. In particular, applying our 
previous analysis to this scenario yields a - 1/v/-D. 

D e  The Efficiency Ratio Under the 
Assumption of Heteroscedacity 

If variances are not considered to be constant across 
the strata, the efficiency ratio becomes 

f (k ,c ' ,a)  = (k + ( l / a ) ( 1 -  k))(1 - ( 1 -  a)c ' ))  

where A' = kA and D = c for 
A--  ~~K=apjO _ Z ' -  ~j=xm-' pj~rj2 

D - EK=m pj[~- + dj] + rjej qj 

E - EK=I pj[q~ + dj] + rjej 
This expression is similar to previous results, ex- 

cept that  proportion of interviews is now weighted 
by variance within strata. 

Since 1/a >__ 1, f will be small if the variance of the 
ruth and later callbacks is much smaller than for the 
earlier callbacks. For example, under the scenario of 
constant probability of obtaining an interview and 
increasing costs of callbacks ( K - 1 0 ,  qj--0.25 for all 
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j ,  cj  - j ,  d=5), if we assume that the variance in 
the last five callback strata is 0.5 that of the previous 
strata, 

• subampling should begin at m=6 instead of 
m=4 

• the proportion decreases from a=65% to 46%, 
and 

• Estimated savings increases from 4% to 9%. 

6. Application: The National 
Morbidity Survey 

Co- 

We apply our analysis to the National Comorbidy 
Survey (NCS, Kessler, 1992) a 1990-92 nationwide 
face-to-face survey of 8098 US-wide respondents 
aged 15-54 regarding prevalence of psychiatric co- 
morbidity. 

48,258 callbacks were attempted in 16,263 inter- 
viewer trips, an average of 3.0 callbacks/trip. All 
but two interviews conducted by 19 callbacks. 

Unfortunately, no cost data are directly available, 
only data on 

• number of trips 

• number of callbacks and interviews on a partic- 
ular trip, 

• number of callbacks required to conduct a given 
interview. 

"Guesstimating" relative overhead costs of a trip 
(getting into a car and driving back and forth to 
and within a segment, etc.), cost of a single callback 
at tempt having arrived at segement, and additional 
cost of an interview on a callback at tempt allowed 
us to derive the average cost of mth callback. 

If this survey were to be repeated with a max- 
imum K = 2 0  callbacks and similar cost structure, 
would subsampling be a sensible strategy? Figure 3 
suggests the potential savings are modest. 

Under a variety of cost assumptions, the greatest 
savings predicted is only 1%. Maximum savings are 
obtained by starting subsampling at m=6, with 77- 
85% of active blocks retained. 

Since variability of the estimates (~ p ( 1 - p ) )  is re- 
lated to the point estimates themselves, the assump- 
tion of homoscedacity is violated. But prevalence 
of disorders tended to increase with later callbacks, 
which would lead to an increase in variance among 
the later callbacks and thus further decrease in the 
savings estimated above. 
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Figure 3: Efficiency ratio and subsampling fraction 
by callback for NCS, where overhead cost is esti- 
mated to be 6, 10, and 20 times than of callback 
cost, interview cost is fixed or increase at 5% or 10% 
per callback and is considered equal to 5, 10, or 20 
times that of initial callback. 
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7. D i s c u s s i o n  

Subsampling saves resources whenever the propor- 
tion of the cost related to callbacks to be subsampled 
is greater than the (variance-weighted) proportion of 
interviews to be obtained from these callbacks. In 
practice, it appears that both of these conditions 
must be met to a significant degree for substantial 
savings to occur: a rough "rule of thumb" appears 
to be that the conditional probability of interview 
must be declining at least as fast, and the callback 
cost increasing at least as fast, as the square root of 
the callback number. More promising is a situation 
where callback cost has a large step function, as in a 
postal mailing followed by face-to-face followup with 
non-respondents (e.g., the U.S. Census). 

Large, fixed interview costs will tend to negate the 
saving achieved through subsampling. Similarly, in- 
creased variance of the variable of interest among 
late callbacks reduces the effectiveness of subsam- 
piing, while reduced variance increases its effective- 
ness. 

Application of our results to the 1991 CoMorbid- 
ity Survey showed that, for a large face-to-face sur- 
vey, appropriate subsampling would on average yield 
savings, although probably not large enough to jus- 
tify carrying out the procedure. Before implement- 
ing a subsampling scheme, it would be wise test the 
sensitivity of the subsampling fraction and cutpoint 
to differing cost and variance assumptions. 

8. F u r t h e r  D i r e c t i o n s  

More complex subsampling strategies might include 

• Randomly drop a constant proportion of sam- 
pled units from the mth callback on, 

• Randomly drop a varying proportion of sampled 
units at each callback as a function of the cost 
and variance parameters. 

Also, further work is needed to determine the ef- 
fect of more complex (and realistic) survey designs. 
Clearly, one effect of a multiple-stage cluster sam- 
ple design would be to require the dropping of seg- 
ments rather than sampled dwelling units. (If only 
a portion of dwelling units were dropped within a 
segment, little savings would be achieved since most 
of the extra cost associated with later callbacks in- 
volves the inefficiency of attempting to contact rel- 
atively fewer units in a large geographic area.) 

These results focus on expected savings that would 
result under the subsampling strategy; no attempt 

havs been made to quantify the variability associ- 
ated with these expected values. 

Finally, we note that a model-based rather 
than a design-based approach to analysis may 
yield increased efficiency from subsampling schemes. 
Rather than fully correct for bias by inflating the 
weights of late callback by l / a ,  a modeling strat- 
egy focused on minimizing mean square error might 
attenuate weighting effects and hence lead to im- 
proved efficencies for subsampling. Also, for statis- 
tics other than means and totals (e.g., regression 
coefficients), the variance inflation from weighting 
subsampled cases may be reduced, thus making sub- 
sampling a potentially more attractive strategy. 
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