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Abstract
Using a hierarchical model, we estimate the overweight prevalence for U.S. adults using NHANES III data. We provide a model-based justification for the use of the statistical weights for estimation through subsampling. We compare our model-based estimates with design-based estimates at the national level and obtain agreement. Also, we display the model-based prevalence estimate by state.

1. Introduction
There is a continuing need to assess health status, health practices and health resources at both the national and subnational level. Estimates of these health items help determine the demand for health care and the access individuals have to it. Although the NCHS personal interview surveys can provide much of this information at the national level, little can be provided for states and counties because of excessive field costs. The need for subnational health statistics exists, however, because health and health care characteristics are known to vary geographically. Also, health care planning often takes place at the state and local level.

One alternative approach for producing subnational estimates has been to, effectively, increase the sample size by utilizing models defined across the subnational areas (e.g., see Ghosh and Rao, 1994). A challenge has been to use models realistic enough to produce accurate estimates. Towards this end, hierarchical models (models which include geographic variation among rates) have been adapted to small area estimation. With the availability of Markov Chain Monte-Carlo (MCMC) methods, estimates (and estimates of precision) can be made that account for all model errors. Given current resources, model-based estimates can be made for subnational levels. At a minimum, a measure of the geographic variability of health characteristics can be determined in order to decide which health variables should be included in future surveys for subnational statistics.

In this paper we present a methodology for making subnational estimates using hierarchical models that take sample selection into account. We illustrate the methodology by estimating the adult overweight prevalence by state using data from NHANES III. The methodology is general and is especially useful for producing subnational estimates which, at a national level, may coincide with design-based estimates.

1.1 NHANES III: Survey Design
NHANES III is a stratified, multi-level design that was conducted during the years 1988-1994 in two phases (phase 1: 1988-91 and phase 2: 1991-94). Sampled persons provide health and dietary information through a questionnaire and also through a physical exam (including labwork) and a dental exam. The resulting sample of approximately 40,000 persons was selected to represent the civilian, non-institutional population of the United States and provide national characteristics and nutrition status for the entire population and a number of age, race and ethnic subgroups.

Although not excluded from the target sample, small numbers of Black and Mexican-American persons were included in previous NHANES. Therefore, reliable estimates of their health and nutritional status could not be obtained for their subgroups. To resolve this problem, NHANES III was designed to include a large sample of these two largest minority groups of the U.S. population.

1.2 Overweight prevalence in U.S.
Overweight is associated with a number of adverse health outcomes including mortality (Troiano et al., 1996) and has become an increasing problem in the U.S. Kuczmarski et al. (1994) documented the recent increased prevalence of overweight in the U.S. adult population. Overweight is typically defined in terms of body mass index (BMI) which is defined by

\[ BMI = \frac{\text{Weight}}{\text{Height}^2} \]  

When BMI is expressed in the units kg/m², overweight is defined as >27.8 for men and >27.3 for women. These are the sex-specific 85th percentile of BMI for men and women aged 20 through 29 from NHANES II (1976-80).

2. Estimation Methodology
In this section, we give a general method for estimating prevalence at a subnational level and specify the model that we used to make state estimates for overweight prevalence.

2.1 Description of Finite Population
We define:
• i: County Indicator, i = 1,..., H
• d: characteristics of individual (i.e., age by race by sex by phase classes)
• j: Individual ID, nested within county and characteristic
• Y_ij: A characteristic of interest for individual, i,j

Of interest, are estimates of the finite population mean for individual characteristics defined by groupings of 'd', for
local areas defined by county groupings. That is, 
\[ \theta_{LD} = \sum_{i \in L} \sum_{d \in D} \sum_{j=1}^{N_{id}} Y_{id} / \sum_{i \in L} \sum_{d \in D} N_{id} \]  
(2)

where \( L \) indexes a particular collection of counties (e.g., all counties in a specific state), \( D \) is the set of specific subgroups of interest (e.g., all females regardless of age or race) and \( N_{id} \) the total civilian, non-institutional household population in county \( i \), subgroup \( d \). The subgroups, \( d \), are defined by a cross classification of the following four discrete variables: 
*gender
*race/ethnicity (white non-Hispanic, black non-Hispanic, and Mexican-American)
*age categories (20-24, 25-29, ..., 75-79, 80+)

2.2 The Population Model

Recall that \( Y_{id} \) denotes the status for individual \( j \) in group \( d \) in county \( i \) where \( i = 1, ..., H \) and \( j = 1, ..., N_{id} \). This paper, \( Y_{id} = 1 \) denotes overweight status as determined by BMI and \( Y_{id} = 0 \) denotes either normal or underweight. Within county \( i \) and conditional on the \( p_{id} \), the \( Y_{id} \) are assumed to be independent Bernoulli random variables with:
\[ \text{Pr}(Y_{id} = 1 \mid p_{id}) = p_{id} \]  
(3)

Since there will often be counties with little or no data in subgroup, \( d \), a model expressing the similarities between areas could improve estimation. We use a special case of the Generalized Linear Mixed Model (GLMM) as specified in Breslow and Clayton (1993) with a logit link:
\[ \text{logit}(p_{id}) = \beta_0 + \beta_1 x_{id} + \beta_2 z_{id} \]  
(4)

where the parameters \( \beta_0 \) and \( \beta_1 \) denote the fixed and random effects respectively with 
\[ \beta_1 \sim N(0, \Gamma) \]  
(5)

where, conditional on \( \Gamma \), the \( \beta_1 \)'s are independent. The vectors \( x_{id} \) and \( z_{id} \) denote the explanatory variables of the fixed and random components of the model, respectively. These variables must be known for all counties and groups for which a sample is selected or a prediction made.

By specifying \( \Gamma = 0 \), this model reduces to a Logistic regression model. However, using GLMM, \( \Gamma \) remains unspecified and can be estimated from the data.

2.3 Overweight Status Model

Each of the 156 subgroups \( d \) is defined by one of the 6 possible combinations of race and gender and one of the 26 possible combinations of age and phase. We represent this as \( d = (c, a) \) where \( c \) labels the race/gender and "a" labels the age/phase. We found the following specification of the model (4)-(5) adequate for overweight status analysis:
\[ \text{logit}(p_{id}) = \alpha_d + \beta_{id} \]  
(6)

where \( d = (c, a) \) and \( \beta_d = (\beta_{la}, ..., \beta_{la}) \), where the six components correspond to the race/gender categories.

2.4 Estimation

Letting \( y_j \) denote the sampled data, we use a Bayesian approach to make inference about \( \theta_{LD} \). The posterior mean of \( \theta_{LD} \), \( E(\theta_{LD} \mid y_j) \), and the posterior variance of \( \theta_{LD} \), \( V(\theta_{LD} \mid y_j) \), are used. These moments can be shown to be (see, e.g. Malec et al. 1993)
\[ E(\theta_{LD} \mid y_j) = \sum_{i \in L} \sum_{d \in D} \sum_{j=1}^{N_{id}} \sum_{i \in L} \sum_{d \in D} \{N_{id} \cdot n_{id} \} E(p_{id} \mid y_j) / \sum_{i \in L} \sum_{d \in D} N_{id} \]  
(7)

and
\[ V(\theta_{LD} \mid y_j) = \sum_{i \in L} \sum_{d \in D} \sum_{j=1}^{N_{id}} \sum_{i \in L} \sum_{d \in D} \{N_{id} \cdot n_{id} \} V(p_{id} \mid y_j) / \sum_{i \in L} \sum_{d \in D} N_{id} \]  
(8)

where the sums in (8) are over \( L \times D \). We determine (7) and (8) numerically using the method described in section 4.

3. Sampling Adjustment for Modeling

In complex surveys, there is a general concern that ignoring the selection of a sample may produce erroneous inferences (see, e.g. Scott, 1977). In principle, incorrect analyses can be avoided by specifying a model that accounts for sample selection (e.g., see Krieger and Pfeffermann (1992)). However, for heavily oversampled designs such as the NHANES III, the level of effort needed to model the effect of the design on each outcome may be great. The approach taken here is to choose a subsample that is free of the limitations of the original sample to guarantee that the design does not cause a selection bias. In particular, a subsample is selected so that the overall selection probability, given samples of fixed size, is equal.

For this application, inference is conditional on demographic characteristics. Hence, subsampling adjustment is only needed within demographic groups. In addition, a subsampling adjustment to eliminate correlation due to PSU selection is not needed because it is modeled by GLMM. Here, we assume that the observation within PSUs are independent. In another context, a more comprehensive subsampling adjustment is used by Hinkins et al. (1994), who subsample to obtain a complete SRS from an (originally) stratified sample.

The next two sections provide a justification for our use of the weights in the modeling process.

3.1 Implementation

We define a subsample, within each age, race/ethnicity, gender, and phase cell, \( d \), as follows: Given that the initial
sample of units: \( r_1, \ldots, r_n \in S_d \) were selected with marginal probabilities: \( \pi_{r_1}, \ldots, \pi_{r_n} \). We could select a subsample: \( S_{d2} \subset S_d \) with marginal probabilities:

\[
\pi_{r_i}^* = \frac{\pi_{r_i}^{-1}}{\max_{j \in S_d} \pi_{r_j}^{-1}}, \quad r_i \in S_{d2}.
\]

For a fixed sample size the overall marginal selection probability that \( r_i \in S_{d2} \) is independent of \( \pi_{r_1} \).

We can now apply the population model outlined in (3)-(5) to \( S_{d2} \). From (3), define

\[
\mathcal{f}(\gamma_{id}, \theta_d | \pi_{id}) = \prod_{i \in S_d} \mathcal{f}(\gamma_{id}, \theta_d | \pi_{id})
\]

where

\[
\mathcal{f}(\gamma_{id}, \theta_d | \pi_{id}) = \mathcal{f}(\gamma_{id}, \theta_d | \pi_{id})
\]

This can be specified in terms of \( S_d \) as:

\[
\mathcal{f}(\gamma_{id}, \theta_d | \pi_{id}) = \prod_{i \in S_d} \mathcal{f}(\gamma_{id}, \theta_d | \pi_{id}) \quad (10)
\]

with \( \delta = (\delta_{id}) \) and \( \pi^* = (\pi_{id}^*) \), where

\[
\text{Prob}(\delta_{id} = 1 | \pi^*) = \pi_{id}^*. \quad (11)
\]

Given \( y \) and \( \delta \), the posterior distribution of \( \Phi = (\beta, \phi) \) is

\[
\mathcal{f}(\theta, \phi | y, \delta) = \int \mathcal{f}(\gamma_{id}, \theta, \phi | y, \delta) \, d\theta \quad (12)
\]

where \( \mathcal{f}(\Phi) \) denotes the prior distribution of \( \Phi \). By selecting a single subsample, \( S_{d2} \), we can obtain the conditional mean of functions of \( \Omega \) such as \( p_{id} \) (as needed in (7)) using (12).

If the marginal selections probabilities of the original sample are different, a subsample may be much smaller than the original. We can rectify some of the inefficiency by using (11) to create a marginal likelihood:

\[
\mathcal{f}(y, \beta | \Phi) = \sum_{\delta} \text{Prob}(\delta | \pi^*) \mathcal{f}(y, \beta | \Phi, \delta) \quad (13)
\]

and carrying out the inference specified in (7) and (8).

### 3.2 Approximate Results

Using (13) requires extensive computation such as using an additional data-augmentation scheme. As an approximation, we replaced the sample indicators in (10) by their expected value, giving the approximate density:

\[
\mathcal{f}(y, \beta | \Phi, \pi^*) = \prod_{i \in S_d} \mathcal{f}(y_{id}, \theta_d | \pi_{id}) \mathcal{f}(\theta | \Gamma) \quad (14)
\]

We make inference about \( \theta_{LD} \) by replacing (10) with (14).

The density, \( \prod_{i \in S_d} \mathcal{f}(y_{id}, \theta_d | \pi_{id}) \), specified by (3) is in the exponential family with sufficient statistics \((n_{id}, \{m_{id}\})\), where \( m_{id} = \sum_{j=1}^{n_{id}} y_{ij} \). The approximate density, \( \prod_{i \in S_d} \mathcal{f}(y_{id}, \theta_d | \pi_{id}) \), is also in the exponential family with sufficient statistics \((n_{id}^*, \{m_{id}^*\})\), where \( m_{id}^* = \sum_{j=1}^{n_{id}}^* y_{ij} \) and \( n_{id}^* = \sum_{j=1}^{n_{id}}^* \pi_{id}^* \). The closure under sampling adjustment of the logistic distribution generalizes to the exponential family including the normal model. If the original sample selection is noninformative, a measure of the loss of information due to the sampling adjustment is \( \sum_{i,d} n_{id}^* / \sum_{i,d} n_{id} \).

Our estimation methodology appears related to Folsom and Liu (1994), who make small area estimates using a survey weighted empirical-Bayes model. However, their model assumes that the variances are proportional to the inverse of the sample weights, while our methodology does not require this assumption.

### 4. Inferential Methodology

A Bayesian analysis requires the specification of a prior distribution for \((\alpha, \Gamma)\). To insure that the sample information dominates the inference, we used an overdispersed prior distribution. In particular, we choose the conditional density of \( \alpha \Gamma \) to be constant and an inverse Wishart distribution for \( \Gamma \) with one degree of freedom and \( \alpha = 1 \). This prior is dominated by the data but seems to avoid problems with vague priors in hierarchical models (Berger (1985, Sec. 4.6.2)).

Since the posterior moments of \( \theta_{LD} \) are nonlinear functions of \( \Omega \), and the distribution \( f(\Omega | y) \) cannot be expressed in a simple form, numerical evaluation is needed. We used the MCMC methodology to generate \( R \) sets of parameters, \( \{\Omega(\theta) = 1, \ldots, R\} \) from the posterior distribution and evaluate \( p_{id}(\theta) \) for each. We used block-at-a-time Metropolis-Hastings algorithm (Hastings, 1970, Chib and Greenberg, 1995) to generate one long run of the chain. The modes and Hessians were searched at each iteration to determine the candidate-generating densities of \( \beta \) and \( \phi \). Conditionally \( \Gamma \) was sampled directly from its inverse Wishart distribution. We also used CODA.
software (Best et al., 1995) to perform the output analysis and convergence diagnosis for the chain.

### 4.1 Selecting County Covariates

We arrived at the model specified by (6) after first evaluating whether county covariates could explain some of the variation of prevalence rates. We selected county level variables to be included in x and z of (4) with a fixed effect model that included demographic information and county-level covariates from the Area Resource File (1989). We used the model

\[
\logit(p_{ia}) = x_i'\beta + w_i'\gamma
\]

(15)

where \(w_i\) is a vector of 30 county level covariates that were thought by subject matter specialists to be related to overweight and \(\gamma\) denotes the associated parameter vector. We give typical examples of county covariates:

- **Education** (fractions with educ <9 years or college grad)
- **Economic** (unemployment and poverty rate, home value)
- **Demographic** (percent rural and urban, pop. density)
- **Labor force** (fraction in construction, manufacturing, etc.)
- **Health care** (number of physicians, hospitals, beds, etc. per capita)

The county covariates were dominated by the demographic variables so we included only a random component in the model (4). The addition of all the county covariates to the demographic ones only increased the \(R^2\) from 0.056 to 0.059.

### 5. Estimation Results

We illustrate the calculations using two choices of \(L\) and \(D\) from (2). In section 5.1, we show the estimates made at the national level for demographic subgroups. We compare our model-based estimates with design-based estimates to justify our claim that the results may coincide at a national level. In section 5.2, we show our estimates for all adults within the 50 states and D. C.

#### 5.1 National Estimates by Demographic Subgroups

In this section we compare model and design-based estimates for 78 demographic categories. Based on NHANES III phase 1, Kuczmarski et al. (1994) show that the overweight prevalence is highest for ethnic (Black non-Hispanic and Mexican-American) females.

We used the BMI values for all adults (20 and over) who were examined in a Mobile Examination Center (MEC). Of the 16,573 adults who were examined in a MEC, 16,523 had values for both height and weight -- hence BMI. We used all these values for estimation. We used standard expansion estimators to estimate the overweight prevalence for all 78 demographic categories using the MEC examination weights (Mohadjer et al. 1996).

For the model-based estimates, we approximated the selection probabilities of Section 3.1 by the inverse of the MEC examination weights. For both phases, we used the 1990 Census counts as an approximation to \(N_w\) in equations (7) and (8). We used SAS IML (1995) for the calculations and 1200 iterations of the Gibbs sampler. The values shown were obtained for the prior distribution with \(k=10^7\). We used sensitivity analysis to insure that our prior was overdispersed.

We compare the design and model-based estimates in Figure 1 for one of the six race/gender categories. The results of figure 1 are typical of the other categories. The model-based estimates tracked the design-based estimates well for all categories and all ages. We take the results as verification that our model-based estimates may match the design-based estimates at a national level.

#### 5.2 State Estimates

We computed the overweight prevalence estimate by state and show the results in figure 2. The figure shows the following:

- Relatively small range (.32 to .40)
- North/South difference (reflecting difference in minority population)

Figure 3 shows the estimated coefficient of variation (CV) by state plotted against the square root of the number of adults in sample. All the CVs meet the NCHS publication standard of 30%.

Since the proportions do not exhibit much variation, the CVs are approximately proportional to the state standard deviations. If state data is preferentially used for state estimation, one would expect an inverse relationship. This relationship appears to be approximately correct. The only outlier is Alaska, which appears to have a larger variance. This may be because of its small population and because it was treated as a single county -- due to data limitations.
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