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0. INTRODUCTION The loss fimction L 
under simple random samI)ling is usually a~- 
sumed to be of the form: 

n 
L - C[X - # l ,  

where C is cost per lmit absolute error. Here 
X is the sample mean of a sample of size n, 
used to estimate the true mean p,. The loss 
fimction is a linear fimction of the absolute 
error, symmetric with respect to both positive 
an(t negative errors. 

The expected value of the loss fimction, the 
risk fimction, is: 

m 
E ( L )  - C E ( I X  - ~1), 

When the ~mderlying variable X has standard 
deviation cy, an(t X is approximately normal 
with negligilfle finite l)Olndation correction fac- 
tor, then 

E(IX -t1,1) - v / 7 7 .  (1) 

If C can l)e qlxantifie(l - and this is often 

difficult, the sample size n ca.n l)e chosen to 
minimize the expected cost fimction: 

A + B n  + C E ( I X  -#1). 

The value that  accomplishes this is a positive 
integer n approximately equal to: 

Co ( (2) 

In practice the loss flmction's dependence 
on error need be neither symmetric nor linear. 
If the fimctional form of the dependence as 
well a.s the magnitudes of the cost factors can 
be identified, an alternative expected cost 

flmction can be calculated and used to choose 
the optimal sample size. In the case of an 
asymmetric loss flmction, not only is the choice 
of the sample size affected but even the choice 
of an estimator. As we shall see, for a given 
sample size a biased estimator may have a 
smaller expected loss than the sample mean. 

We illustrate the situation with some ex- 
amples. In most cases we assume that  the es- 
t imator is the sample mean X,  that  this esti- 
mator is approximately normal with s tandard  
deviation -~ ,  and that  the finite population 
correction factor can be ignored. 

1. ASYMMETRY The simplest case to 
consider is a slight modification of C I X  - #1 
that  allows for asymmetry, namely 

{ - _ L 1 -  C I l X - # I  if X > #  
C 2 1 X - # I  if X < # ,  (3) 

where C~ and C2 are costs per unit positive 
error and negative error respectively. 

In this case the expected loss is: 

( C 1  -~- 6 2 )  , /"2" tO" 

2 V-~ v"-n ' 

instead of C times tile expression in (1). It 
ha~s the same form as in the tradit ional case. 

2. BIAS However, the asymmetry  salggests 
new way of looking at estimation. Instea~t of 

adopting the a priori goal of minimizing mean 
sqllare error (and thus 1,sing the sample mean, 
a linear unbiased estimator),  we propose to 
choose an estimator that  minimizes the risk for 
a given sample size. We consider estimators 
of the form X + b where b is an undetermined 
constant. Replacing X in (3) by X +b, we find 
that the expected loss is: 

a x/r-nb)_C2b+(Cl_+_C2)b¢(v~b) (C, 
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where ¢ is the s tandard  normal  density flmc- 
tion and • is its associated cumulative dis- 
trilnltion. It is apparent  tha t  when C1 = C2 
and b = 0 this re<hlces to the usual expression. 
Now we vary b so as to minimize this quant i ty  
and obtain a minimlml  at" 

). b-  '(C, +C2 

This reduces to 0 when C~ - 6'2 and is nega- 
tive when C2 < C~. 

3. NONLINEARITIES  Now we consider a 
symmetr ic  but nonlinear loss flmction. Let 

L2 - 0 if IX_ -/1,1 < T 
M if I x -v , I  > T. 

Here M and T are positive constants. The, re 
is no penal ty unless the error exceeds a certain 
size. In this case the expected loss is: 

V/'~T 
2M(1 - + (  )). 

('5 

A variation of this is- 

L 3 - {  0 __ 
M(]X -#1 -  T) 

D 

if i X -  #[ <_ T 

if IX - #1 > T, 

in which case the expected loss is: 

2M(a¢(Vr~'T)-T(1-a2(v~T))) " o r  a 

We consider two more nonlinear loss flmc- 
tions. 

Let 

m 

L4 - 0 if sign X - sign # 
M otherwise. 

Although this loss flmction is asymmetric ,  for 
simplicity we do not permit  a |)iased estima- 
tor, but  retain X as o~lr estimator.  The ex- 
pected loss is: 

M ( I , ( -  I V~p,_______~ ), 

1 which tends to 0 as n tends to oc and to ~ as 
n goes to 0. 

, 

sider: 
COMPARATIVE LOSS Finally con- 

L a -  ~ M, if I X - # [ >  [ X ' - # [  
[ -M2 if I X -  #1 < I X ' -  #1- 

Here X '  is another independent  es t imator  of 
#, assumed to be normal  and unbiased with 
s tandard  error e'. The quanti t ies M1 and M2 
are assumed to be positive, t tence either a 
penalty or a reward may result from the esti- 
marion process. The expected loss is: 

M~ ((M~ + M2) 2 e ' v ~ )  - - arc tan . 

This tends to M1 for small values of n and to 
-342 for large values. 
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