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1. INTRODUCTION 
Multipurpose surveys produce estimates for many 

variables and domains. These multiple products 
complicate the problem of sample allocation since a given 
allocation will not be efficient for all estimates. This paper 
will discuss some preliminary results on an application of 
multicriteria optimization to the sample design of the 
Employment Cost Index (ECI) and the Employee Benefits 
Survey (EBS) conducted by the Bureau of Labor Statistics 
(BLS). The two programs use the same two-stage sample 
of establishments and occupations to estimate personnel 
costs and the percentages of employees receiving various 
benefits. The estimates are made for the population as a 
whole and for domains. We cover several topics 
applicable to many sample surveys - -  estimation of 
variance components for a multi-stage design and complex 
estimator, smoothing of variance component estimates to 
eliminate inconsistencies, and the use of constrained 
nonlinear programming to optimize the sample allocation. 

Bethel (1989) and Kish (1988) noted the variety of 
purposes for which a given survey may used and why 
purposes may conflict. A number of different variables 
may be measured and estimates may be made for diverse 
domains, complicating the sample allocation problem. 
The allocation technique used in this paper is constrained, 
multicriteria optimizaaon described, for example, in 
Narula and Weistroffer (1989), Steuer (1986), and 
Weistroffer and Narula (1991). A weighted combination 
of the relvarianees of different estimators is formed with 
each weight being the "importance" of each statistic in the 
overall survey design. The weighted combination is 
minimized subject to a variety of constraints, including one 
on total cost or sample size, minimum and maximum 
sample size constraints in each stratum, and relative 
variance constraints on individual estimators. 

2. SAMPLE DESIGN 
The sample design involves two stages of selection 

establishments at the first stage and occupations at the 
second. First, a sample of establishments is selected 
within each stratum with probabilities proportional to total 
employment in each establishment as shown on the 
Unemployment Insurance (LID frame at a particular date. 
In this study of sample allocation, stratification by SIC and 
size will be used, though the actual sample design is 
somewhat more elaborate. At the second stage, a sample 

of occupations is selected within each sample 
establishment with probabilities proportional to the 
number of employees in each occupation during the time 
period specified for sample selection. This is done by 
selecting a systematic sample of individual employees 
from a personnel list in each establishment and 
enumerating all workers in the occupations held by the 
selected employees. The occupation sampling procedure is 
simple to implement in the field but does allow a particular 
occupation to be selected more than once. This point is 
discussed further at the end of this section. 

In order to proceed, we need some notation. Let h 
denote a stratum defined by SIC/size and i an 
establishment within the stratum. Define 

~h~ = selection probability of establishment hi 

n h = number of sample establishments in stratum h 

~;Ah, = expected number of times that occupation j is 

selected within establishment hi 
m"~ = number of sample occupations selected in 

sample establishment hi, assumed to be the same 
for each sample establishment in stratum h, and 

s h = set of sample establishments in stratum h, and 

s~ = set of sample occupations within sample 

establishment hi. 
The quantities /~h~ and ~Ah, are general. 

Specifically for ECI/EBS, if Eh~ is the number of UI 
employees in the establishment, then the selection 
probability of establishment hi is 

~hi = nh eh,/eh. 
where E h. is the total frame employment in stratum h. If 

Eh, j is the number of employees in occupation j" in 

establishment hi and no occupation has E~ > Eh.[~  h , then 

the selection probability of an occupation within the 
establishment is /l:Ah , = m"" h Eh~/Eh,. The overall selection 

probability of unit hij is then 

~htt = ~h,l~j[h, = rlhm--"h Eh,j/Eh.. 

In a case where there are one or more occupations with 
E~ > Eh./mh, the term ~:Ah, is the expected number of 

times that occupation j is selected given that establishment 
hi is selected. In that situation, ~:~j is the unconditional 

expectation of the number of times that the combination hij 
is selected. 

3. THE ECI AND EBS ESTIMATORS 
In both the ECI and EBS most published estimates 

are specific to domains. Suppose that D e is a domain of 
establishments defined by grouping strata (e.g., 
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manufacturing) and D o is a class of occupations (e.g., 

clerical and sales). Let Y~jk be the variable measured on 

worker k in stratum/establishrnent/oeeupation hij. For ECI 
Y~k might be the worker's average hourly wage; for EBS 

Y~ik = 1 if worker hijk  has a particular characteristic (e.g., 

receives long-term disability insurance) and 0 if not. An 
estimator of the total of,v is 

Ty = Z Z  Z ~ y ~ J .  • (1) 
h~D, iElli j~.D~, "~ hij 

where, for Uho the universe of workers in hij, 

= ~k~v,~ Yhok is the total for occupation j, and TjI~ is Yhij. 

the number of times that occupation j is selected in 
establishment hi. The term TjN is needed in (1) because of 

the assumption, discussed later, that occupations are 
sampled with replacement within an establishment. 
During on-site data collection, the BLS field representative 

collects both Yhij. a n d  Ehi j . 

Since entire occupations and/or establishments are 
assigned to a domain or not, we define an 
establishment/occupation indicator 

= S l  i f e s t a b l i s h m e n t l o c c u p a f i o n h i j  is in the domain 

10 if not 

The estimated total for the domain can then also be written 
a s  

^ "----Y~,"-" Z Z ~ h i j ~ Y l a j . "  
iEsli jEShi '~hl 7 i6ali j~Uii i ~ h i j  

Note that the sum over j ~ Sh~ can be replaced by a sum 

over j ~ U~, the universe of occupations in establishment 

hi, since Tj~ is 0 for all occupations not in the sample. 

The estimated number of employees in the domain is 

Z 
h /~tt t j~U/i , ~l~h/j 

The mean per employee in the domain who have the 
characteristic is then estimated as 

lt . 
To approximate the variance of ~, use the usual first-order 

approximation for a ratio 

where T~ and T e are finite population totals and 

g = T~/T e . The key factor in approximation (2) is i?'y - g ~  

which is equal to 

iEs t j~s~,, ~'hij 

where z~. = Y~i.- IxE~. The term 7~y- IxT e is, thus, a type 

of Horvitz-Thompson estimator. 

3.1 Variance Decomposition 
To calculate a variance to be optimized in the 

allocation of the sample, we use the concept of anticipated 
variance introduced by Isaki and Fuller (1982). The 
anticipated variance (AV) of ~, which is approximately 

design unbiased, is 
^ 2 

where E~ denotes expectation with respect to a 

superpopulation model and Ep is a expectation taken with 

respect to a sample design. 
To evaluate the effects of different sample sizes at 

the two stages of selection, we need to write the variance 
as a sum of components associated with establishments 
and occupations within establishments. The standard 
approach to deriving variance components is to apply the 
conditional variance formula 

va,',(O.) = vat, E:,(O.ls,) + va,',,(O.Is,) (3) 
where s 1 is the vector of all first-stage stratum samples s h. 

Although it is possible to compute variance components 
under certain probability proportional to size (pps) sample 
designs, the results involve joint probabilities of selection 
and are difficult or impossible to work with in practice. 
Samdal, Swensson, and Wretrnan (1993, oh.4) discuss the 
design-based methods. If the strata are based on size, as in 
the ECI/EBS, and are numerous and narrow, a reasonable 
simplification is to assume that all establishments in a 
particular stratum have about the same number of 
employees. In that case, a pps  sample selected without 
replacement is equivalent to a simple random sample 
selected without replacement (srswor) in each 
establishment stratum. The selection probability of 
establishment hi is then ~ = n h / N  h. The second-stage 

sample of occupations within sample establishments is 
also pps. It seems less reasonable to assume that it can be 
well approximated by equal probability sampling since the 
number of employees in different occupations varies 
widely in many companies. In the subsequent 
development, we assume t h a t  pps  sampling with 
replacement is used to select occupations. The mechanics 
of second-stage occupation sampling, that allows an 
occupation to be hit more than once, is very similar to 
with-replacement pps  sampling. 

3.2 First and Second-stage Variance Components 
The first term on the right-hand side of (3) will 

generate the between-establishment variance component. 
/ \ 

Since E / T ~ )  = ~:jlh/' ~ J  = rc~/l:Jl~' and we assume s r swor  

at the first stage, it follows that 

h i~sll jeUAi ~'hij 

ZZZ .o • 
= - - =  1~ hZh, 

h i~ah j¢l.r~ ~" h# h 
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where z'~. = ~ShO z~,:/.. -z~, = XTz_,,~,~ &,../nt' with 

z~,.. = ~ u ,  :~hO and U~ being the universe of occupations 

in establishment hi. From the usual formula for the 
variance of a stratified total under srswor we have 

va,, h~ Nh2 (1--fh)Si2h (4) 
rt h 

= 2 / (  N h - -  1) with where S,~=E,~t,,(~t',..-zt'... ) __ = Zh_ = 
~,,V'~h,.../Nh and U h the universe of establishments in 

stratum h. 
For the second-stage variance component, we need 

XX va', z,,... (,) 
h i~s~ h/ i /I;alh/ 

Defining Xjlu=/l:l~./~ h to be the 1-draw selection 

probability of occupation j and using Result 2.9.1 of 
Samdal, Swensson, and Wretman (1993, p.51), the 
variance on the right-hand side of (5) becomes 

( / = - -  gAh/ /I;* 
j~U., KJlhi ) mh j~U" t J[ u 

Consequently, 
2 

- = - -  ~ ~  (6) E,, var.(T, I£F~[Sl) ~ Nh S~u 
nh i~uh mh 

where $22h, : E lr';I,,,,(z~.llr';~, _f,t',..)2. Combining (4) 
Seu~,. 

and (6), the design-based variance is 

TA var , (~)=  ~ ~ ( 1  :t')SZt' --n--Nh $22~ 2 - + E - -  E --'~- (7) 
lit, h h i~u~ mh 

A troublesome point is that the term S~ 2 is specific to a 

particular establishment. To use expression (7) for 
allocation, a separate variance component would have to 
be estimated for every establishment and domain of 
interest. 

Use of a reasonable model for the z~v.'s will help 

solve this problem. Note that the sum of ~,t'~. over the full 

population is zero. Rather than modeling the total ~,t'~. 

directly, a more reasonable approach is to model the per 
employee mean, Zh,:i./Eh~j, for those establishments that do 

have employees in a particular occupation. The size and 
sign of the residuals Zu~./Eh,:i will typically depend on 

both establishment and occupation, and we will adopt the 
following model 

Zhij. / Ehij = l~ h + ~ j + ~" hij 

2 2 2 E <8) 
with the errors a ,  13, and e being independent. Since 
Zh,:i./Ehij is a mean, we assume its variance is inversely 

related to number of employees. Next, we need to compute 
the model expectation of the components $2~ and Si2h . 

There is a considerable amount of algebra involved that is 
omitted. The final result, expressed in relvariance terms, is 

1.~/~ ~I,-2E~ v a I ' p ( ~ ) _ ~  T y - 2 E  N h Nh 1 ,h. 
h 

Nf 
-- V2h 

nhmh 

where 

(9) 

m 

anj 
2 2 2 

V2h--" l~xVlhE~ + t~z.flV2hE~ +t~z~VhE M 

Vhe=~__~,~v,(Eu.--'~h)2:Nh--1), 

V2h,~ = X (Eu./~. - X/~2, ] / N h ,  and 
i~Vt, jeVl. 

i~e, " t 

with q~h~j being an indicator for whether an establishment 

contains an occupation, E,0 =~i,0g,~, Eh,. = ~ s ~ v  E,0, 

-- "" r , E t' = E,~t,, Et',/.~t' and M,~, being the number of 

occupations in Uhi. The summation over "all j'" in V~h 

means sum over all occupations defined for ECI/EBS. 

an estimator of a total iPy, rather than the mean For 

iry/ir E , expression (9) must be modified only slightly. The 

model Yhij./Ehij = I.th + Of, h + ~j  + ~-'hij, with IX h being the 

fixed mean and a h, [3j, and e~ being independent random 
2 ,o2 ,and 2 effects with means of 0 and variances ~ # o~,  

leads the same form of expression as (9) but with 
2 2 2 - V,h = ( ~  +l.th)Vhe +O#~_~Vhj +o~E h and 

snj 
2 2 + + + 

4. VARIANCE COMPONENT ESTIMATION AND 
SMOOTHING 

The variance components in expression (9) were 
estimated using data from the ECI for the quarter ending in 
September, 1992, and from EBS for the year 1992. The 
total number of strata used was 322, formed by crossing 
72 2-digit SIC groups with five size classes: <50, 50-99, 
100-249, 250-999, and 1000+ employees. The SIC groups 
will be referred to here as pseudo-SIC's (psic's). Since 
both the ECI and EBS publish hundreds of statistics 
quarterly or annually, we made a selection of some of the 
more important ones to use in this study, as listed below. 
E C I  EBS 
Variables Variables 

Total compensation % workers receiving: 
Cost of benefits for Life insurance 

All benefits Medical insurance 
Life insurance Retirement, savings plans 
Legally required benefits Paid sick leave 
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Retirement, savings plans 
Domains 
(for total compensation) 

Full population 
9 major occ. groups 
4 regions 
7 industries 

Paid vacation 
Domains 

All occupations 
Profess., tech., related occs. 
Clerical, sales occs 
Production, service occs 
2 size classes (<100, 100+) 

2 2 ,and 2 The variance components Ore, oza o~ in (8) 

were estimated for each of the preceding 
variables/domains using the MIVQUE0 method (Hartley, 
Rao, and LaMotte 1978) treating t~ h, ~j, and E~7 as 

random effects. The other components of  Vlh and V2h m 

VhE, Vh~, Vlh ~ ,  V2h ~ ,  and V ~ z u -  were estimated using 

simple method-of-moments estimators appropriate if 
simple random samples of establishments were selected in 
each stratum. The various parts were combined to 
estimate V~h and V2h. As Figure 1 illustrates, these 

components are related to size in each stratum. The figure 

shows a plot of l o g ( v l h ) / T  ~ versus the log of the average 

employment size per establishment using total 
compensation as the variable and the full population as the 

domain. Plots for 1og(v2h)/T~ and other variables and 

domains had similar features. The logs of the relvarianee 
components are generally linearly related to the log of the 
average employment size with the exception of strata 
where the components are poorly estimated due to small 
establishment sample sizes. In Figure 1 points based on 
sample sizes of ?l h _ 4 are shown as o's while points with 

samples of r/h > 4 are A's. 

To obtain more stable estimates of variance 
components, we smoothed the point estimates within each 
p s i c  h across the size classes h' by fitting models of the 
form 

log(v~, ) = a h + b log(E'hh, ) + e a~" (k= 1,2). (10) 

Based on plots like Figure 1, for a given variable like total 
compensation, a common slope b for all ps ic ' s  was 
reasonable while allowing the intercept a h to differ among 

ps ic ' s  accomodated the different levels observed for some 
groups. Weighted least squares estimates of a h and b 

were calculated using only strata with n n > 10, a cutoff 

that eliminated poor point estimates for virtually all 
variables and domains. We then used these parameter 
estimates to compute smoothed, predicted variance 
components to use as inputs to the optimization algorithm 
described in the next section. An example of the results of 
the smoothing is shown in Figure 2 for V~h for banking 

and credit establishments. 

5. THE A P P R O A C H  TO OPTIMIZATION 
The ECI and EBS publish many estimates that 

have varying degrees of importance. This makes the 
problem of sample allocation far more complicated and 
interesting than Neyman allocation to strata based on a 

single variable. In addition to the references mentioned in 
section 1 on multivariate allocation in surveys, there has 
been a considerable amount of previous, related work, 
including Bethel (1985), Chromy (1987), Hughes and Rao 
(1979), Kokan (1963), and Kokan and Khan (1967). 
Multicriteria optimization programming is one method for 
dealing with such a situation. Our approach will be to 
minimize a weighted sum of the relvarianees of a number 
of important statistics subject to various constraints 
defined below. Because the statistics from these surveys 
are of disparate t y p e s -  proportions of employees, total 
dollar costs, costs per employee per h o u r -  use of 
relvariances puts the estimates on a comparable scale. To 
write the optimization problem mathematically, let wt be a 

weight associated with estimator g (g =1 ..... L) and O~ be 

the anticipated relvariance of the estimator, defined by (9). 
The optimization problem we have formulated for the ECI 
and EBS is 

L 

m i n i m i z e  d~ = Z w t O t (11) 
t=l 

subject to 
(1) nh.m, < n h < N h for establishment sample sizes n h, 

(2) n = ~ nh < no, a bound on the total number of 
h 

sample establishments, 
(3) mh. ~ < mh -< mh.,~x, i.e. the number of occupations 

sampled per establishment in stratum h is bounded 
above and below, 

Z rlh'mh 
(4) _h~_~. ~ < ~S.m~x, i.e. the average number of 

2., nh 
heS 

occupations sampled per establishment is bounded 
above in a subset S of strata. 
(5) O~ ~ < O,~0: for g ~ S e,  i.e. the coefficient of 

variation of an estimator g is bounded for all 
estimators in some set S e. 

The weights {w l }tL=l are based on subjective judgments as 

to the relative importance of each estimator in meeting the 
goals of the surveys. Because analysts may have different 
opinions on how the weights should be assigned, we have 
designed software for solving the optimization problem 
that flexibly allows the effects of modifying the weights to 
be explored. We used the PV-WAVE Advantage T M  

package sold by Visual Numerics T M  running under Unix T M  

and X-Windows T M  to develop a program with a graphical 
user interface (GUI) to adjust parameters of the 
optimization problem and then to solve the problem. 

To use the software expressions must be 
programmed in a higher-level language (similar to Fortran 
or C) for 

• variances 
• constraints 
• objective function. 
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The variances may be similar to those in expression (9), 
especially if the sampling is two-stage, but that is not 
necessary. 

The programmer can form an objective function in 
various ways, although the most obvious way would be as 
a weighted sum of the variances or relvariances, as in (11). 
To simplify specification of the weights, the program 
allows the number of components of the objective function 
to be variable. If the objective function is a single 
variance, for example, the optimization problem could be 
the usual one that leads to Neyman allocation to strata. 

The bounds on the individual sample sizes are 
usually easy to set and generally require no programming. 

Once the code for the variances, constraints, and 
objective function has been written, the user may still be 
able to vary the problem considerably. Because of the 
common form of the expressions, the user may be able to 
define a specific problem by supplying key parameters: 

• number of stages in sampling design (one or two) 
• number of estimators 
• number of strata 
• number of constraints 
• number of components in a weighted objective 

function. 
The kinds of data required are 

• strata sizes 

• which strata are used for each estimator (in the 
case of domain estimation) 

• the strata variance components for each estimator 
• labels for the strata and estimators and any other 

information required by the specific constraints 
or objective function 

After getting information about the problem, the 
program opens a window, shown in Figure 3, in which are 
displayed various tables and action buttons. One 
important table shows the strata population and sample 
sizes. The table shows two kinds of sample sizes: "trial'" 
and "optimal." How these are initialized is optional; both 
are usually initialized to the lower bounds of the variables. 
The trial entries in the table can be modified directly. 
Another table shows the constraint bounds and the 
constraint values corresponding to the trial and optimal 
allocations. The bounds in the table can be edited directly. 
There are basically two things the user may do: 

(1) Setup the constraint botmds and the weights in the 
overall objective function, and then determine the 
optimal allocation. 

(2) Fix a trial allocation, and then determine the 
corresponding values of variances, constraints and 
objective function. 

The action buttons allow the user to perform either of these 
actions. The buttons also allow the user to save 
allocations, so that different allocations can be compared. 

Constraint bounds are entered by editing a table or 
by selecting the constraint values corresponding to a trial 

allocation. Weights for the objective function, i.e., w t's in 

(11), are assigned by moving slider bars. If the objective 
function consists of only one component (which itself may 
be a sum of variances), the slider bars do not appear in the 
GUI. A trial allocation can be assigned by editing a table 
or by choosing an action button that allows a choice of 
lower or upper bounds, the (rounded) optimum, or a 
previously saved solution. 

The optimization problem has a nonlinear objective 
function and nonlinear constraints. A variety of algorithms 
is available for solving this optimization problem (Mor6 
and Wright, 1993). One of the better ones, G RG 2, due to 
Lasdon and Waren (1978), was implemented here. 

When the user selects the action button to 
determine an optimal allocation, the program requests 
selection of "starting values." There are two choices 
(made by selecting an action button): use lower bounds or 
use the current trial allocation. The optimization problem 
is difficult, so selection of the starting values can be 
important for both speed and convergence. It may require 
some experimentation to arrive at good starting values. 
After termination, the user can select allocations that are 
rounded to integer values as trial allocation, and evaluate 
the objective function and the constraints. 

6. CONCLUSION 
The results presented here are preliminary and part 

of an ongoing project to develop general purpose allocation 
software for use in BLS sample surveys. More detailed 
results will be presented in a subsequent paper. In 
particular, we will explore the effect on allocations of 
different objective functions and importance weights and 
will compare optimized allocations to ones based on rules 
of thumb, e.g., allocate in proportion to stratum 
employment size. 
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Figure 3. Window from the allocation software with tables and action buttons. 
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