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A b s t r a c t .  This paper presents some exploratory 
analyses of differences between income and expendi- 
ture values reported by single-person consumer units 
in the U.S. Consumer Expenditure Interview Survey. 
Simple descriptive statistics suggest the potential 
for serious concern regarding these differences. For 
example, for units in low reported-income groups, 
mean reported income is substantially lower than 
mean reported expenditures. Four complementary 
analyses are used to assess such differences. (1) 
Comparison of the distributions of reported incomes 
and expenditures. (2) Similar comparisons for spe- 
cialized demographic groups (e.g., retired, student, 
or self-employed), and groups of units with special 
reporting patterns (e.g., high or low first-interview 
income reports). (3) Estimation of a model for the 
propensity to report income that is substantially 
lower than reported expenditures. (4) Use of mea- 
surement error models and related sensitivity anal- 
yses. 

K e y  words .  Errors-in-variables, Exploratory anal- 
ysis, Measurement error, Reliability data, Reported 
dissaving, Underreporting. 

1. I n t r o d u c t i o n  

The U.S. Consumer Expenditure Interview Survey 
is a major federal household survey sponsored by 
the Bureau of Labor Statistics. It is one of the 
few large-scale surveys that collect detailed data on 
both income and expenditures at a household, or 
"consumer unit" level. Consequently, this survey is 
a potentially rich source of information on certain 
relationships among expenditures, income, and re- 
lated social and demographic variables. However, a 
major potential problem in using these data is that 
many interviewed consumer units report expendi- 
tures that are substantially larger than reported in- 
come values. This phenomenon is especially notice- 
able for consumer units with relatively low reported 
incomes. For example, Bureau of Labor Statistics 
(1991) reported that in 1990, complete income re- 
porters classified in the lowest estimated quintile of 
income had an estimated mean reported before tax 
income of $5637 and an estimated mean reported 
expenditure of $12,908. This phenomenon is some- 
times described informally as "reported dissaving." 

This reported dissaving appears to involve some 
consumer units that have true "dissaving" and some 
consumer units that underreport income or incur 
other forms of measurement error. For some sub- 
populations, one may expect true dissaving to oc- 
cur. For example, college students may use money 
from student loans or savings to pay for some ex- 
penditures. Similarly, one may expect some retired 

workers to draw down savings. In addition, some 
self-employed workers and other persons with highly 
variable incomes may have spending patterns that 
reflect some "average" of previous, current, and an- 
ticipated future income, so that  in low-income pe- 
riods, such persons would also report expenditures 
that are higher than their current incomes. Finally, 
in a given quarter, a consumer unit may report "true 
dissaving" due to an unusually large expenditure, 
e.g., a down payment for an automobile. 

For other groups, this "reported dissaving" may 
be less easily explained on substantive grounds, and 
may suggest the presence of substantial measure- 
ment errors in reported incomes, reported expendi- 
tures, or both. As with many other surveys, mea- 
surement error problems in the present case may 
arise from several sources, e.g., simple recall er- 
ror, questionnaire design, and the characteristics and 
perceptions of the respondent and interviewer. How- 
ever, for the Consumer Expenditure Interview Sur- 
vey, there are several reasons to expect that  substan- 
tial measurement errors are generally more common 
in the reported income data than in the reported 
expenditure data. For example, work with question- 
naire design has focused primarily on obtaining high- 
quality expenditure data. In addition, respondents' 
concerns about confidentiality tend to be stronger 
for income data than for expenditure data, so inten- 
tional underreporting of income is expected to be a 
more severe problem than either intentional under- 
reporting or overreporting of expenditures. 

The remainder of this paper examines the ex- 
tent to which data internal to the Consumer Ex- 
penditure Survey permit assessment of the related 
issues of "dissaving" subpopulations and measure- 
ment error. Section 2 gives some background on 
the Consumer Expenditure Interview Survey, de- 
scribes the data under consideration and reviews 
the parameter estimation and variance estimation 
methodology used in this paper. Section 3 ex- 
plores the extent to which "reported dissaving" may 
be associated with specified groups or with poor 
data quality. The results of Section 3 suggest that 
for one baseline subpopulation, a substantial part 
of reported dissaving may be attributable to mea- 
surement error. Section 4 considers some implica- 
tions of this result for errors-in-variables regression 
of consumer-unit expenditures on reported incomes 
and on other variables. Departures from standard 
errors-in-variables methodology follow from use of a 
data-quality indicator. In addition, limitations on 
replicate-observation-based identifying information 
lead to a special errors-in-variables sensitivity anal- 
ysis. Section 5 summarizes the results of this paper 
and discusses some methodological alternatives. 
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2. D a t a  and  E s t i m a t i o n  M e t h o d o l o g y  

2.1 Var iables  of P r i n c i p a l  I n t e r e s t  

Table 1 lists the variables of principal interest in this 
study. Some background is as follows. In the Con- 
sumer Expenditure Interview Survey, selected sam- 
ple "consumer units," roughly equivalent to house- 
holds, are asked to participate in a total of five in- 
terviews. First-interview items include demographic 
and bounding variables, and, in grouped form, to- 
tal income for the consumer unit in the preced- 
ing twelve months. A resulting classification vari- 
able CUINCQ2 will be used in Section 3. The 
second through fifth interviews are carried out at 
three month intervals; in each, the consumer unit is 
asked to report expenditures in the preceding three 
months. The resulting total expenditure reports 
for consumer unit i are denoted ERANKMTH2i 
through ERANKMTHsi, respectively, and the sum 
of these four reported expenditure amounts is de- 
noted ERANKSUMi. 

Also, in the second and fifth interviews, each 
consumer unit is asked to report its total before- 
tax income for the preceding twelve months; the re- 
sulting income reports will be denoted FINCBTAX2i 
and FINCBTAXsi, respectively. Thus, for consumer 
unit i, FINCBTAXsi is a report of income for the 
same twelve months covered by ERANKSUMi. The 
work in Section 3 will use the differences of loga- 
rithms L~ - ln(FINCBTAXs~)- ln(ERANKSUM~) 
and the relative differences Ri = (F INCBTAXsi -  
ERANKSU M~ )/ERANKSU M~. 

It should be emphasized that the FINCBTAX 
variables are defined to represent income before 
taxes. Consequently, one would in general ex- 
pect FINCBTAXsi to be somewhat larger than 
ERANKSUMi, excluding the effects of debt or sav- 
ings. Some income-tax questions are included in the 
Consumer Expenditure Interview Survey. However, 
there is a fairly strong basis for concern regarding 
apparent underreporting or nonreporting of the rel- 
evant tax figures. For example, in 1992 only 56 
percent of complete income reporters reported any 
federal tax payments. In addition, for those units 
that did report federal tax payments, the mean re- 
ported tax amount was less than seven percent of 
the mean reported income. Consequently, after-tax 
income variables will not be considered further here. 
Similarly, it was decided not to use asset and liability 
data, due to problems with apparent underreporting 
or nonreporting. 

The interviewer records provided some informa- 
tion relevant to assessment of data quality. For the 
present study, the data-quality variable of principal 
interest is RECORDs/, which indicates the extent 
to which consumer unit i used records in answering 
questions in the fifth interview; RECORDs/ takes 
integer values from 1 (records always used) to 6 
(records never used). A reasonable initial conjec- 
ture is that units with lower values of RECORD5i 
may have fewer problems with measurement er- 
ror in income and other variables reported in the 
fifth interview. Consequently, Section 3 below will 
consider the extent to which units with different 

RECORDsi values show different relationships be- 
tween FINCBTAXsi and ERANKSUMi. 

2.2 D a t a  Used  

The present study is restricted to single-person con- 
sumer units interviewed in 1988 through 1992. The 
restriction to single-person units was chosen to avoid 
some specific potential measurement error problems 
associated with proxy reporting, to avoid some defi- 
nitional issues associated with changes in consumer 
unit membership across interviews, and to provide 
some simplification in data management. 

All analyses presented here used only data 
from the 2329 units that were "stringent income re- 
porters." A stringent income reporter is a consumer 
unit that did not give a refusal or "don't know" an- 
swer to any income questions in either the second or 
fifth interviews. Note that this definition excludes 
any consumer unit that did not participate in one or 
both of the second or fifth interviews. For a similar 
restriction to a set of "stringent" income reporters in 
a single interview, see Garner and Blanciforti ! 1994). 
In this work, units which are not stringent income 
reporters are called "incomplete income reporters." 

2.3 E s t i m a t i o n  M e t h o d o l o g y  

All point estimates reported here were computed us- 
ing weights that were adjusted for incomplete in- 
come reporting. The main steps in this adjustment 
were as follows. First, logistic regression models 
were fit for the "stringent income reporter" indi- 
cators, using the fifth-interview FINLWT21 weights 
as the initial survey weights. Second, following the 
general strategy of Little (1986) (see also Rosen- 
baum and Rubin (1983) and Czajka et al. (1992)), 
as implemented in Eltinge and Yansaneh (1993), 
adjustment cells based on the estimated stringent- 
reporter probabilities were constructed, and weight- 
adjustment factors were computed accordingly. The 
resulting survey weights were equal to the prod- 
uct of the weight-adjustment factors multiplied by 
the original FINLWT21 weights. See Eltinge and 
Yansaneh (1993) for a detailed discussion of the cell- 
construction and adjustment-factor methodology. 

All standard errors reported in this paper are 
based on variance estimates computed throush the 
balanced repeated replication method as Imple- 
mented for the Consumer Expenditure Interview 
Survey. This balanced repeated replication method 
is intended to account both for variability due to 
the original sampling design and for variability due 
to nonresponse and subsequent weighting adjust- 
ments. The standard errors in Section 4 also use an 
additional approximation. For some general back- 
ground on balanced repeated replication, see, e.g., 
Wolter (1985, Chapter 3). In the present work, 
the balanced repeated replication computations were 
based on a set of 44 replicate weights computed in 
a manner parallel to the computation of the stan- 
dard FINLWT21 weight. For the present weight- 
ing adjustment work with the stringent income re- 
porters, each of the 44 replicate weights was adjusted 
by: (1) fitting, a weighted logistic regression model 
for "stringent income reporter" indicators using one 
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Variable 

CUINCQ2 

FINCBTAX2 

FINCBTAX5 

ERANKMTH2 

ERANKMTH3 

ERANKMTH4 

ERANKMTH5 

ERANKSUM 

Age 

Any College 

Black 

Female 

Urban 

Urban, Midwest 

Urban, South 

Urban, West 

Renter 

Owner, No Mortgage 

Housing Assistance 

Income Assistance, Int. 5 

RECORD5 

High Record Use, Int. 5 

Table  1: Var iables  and  Classif ications of P r inc ipa l  I n t e r e s t  

Description 

Self-reported classification of units according to income in the twelve months 

prededing Interview 1 (1" loss; 2: [0, 6000); 3: [6000, 10,000); 

4: [10,000, 20,000); 5: [20,000, 35,000) 6: > 35,000) 

Reported income before taxes for the twelve months preceding Interview 2 

Reported income before taxes for the twelve months preceding Interview 5 

Total reported expenditures for the three months preceding Interview 2 

Total reported expenditures for the three months preceding Interview 3 

Total reported expenditures for the three months preceding Interview 4 

Total reported expenditures for the three months preceding Interview 5 

Sum of ERANKMTH2, ERANKMTH3, ERANKMTH4, ERANKMTH5 

Age of person in consumer unit 

Person reported some college, college degree, or postgraduate education 

Person is black 

Person is female 

Person is in an urban area 
. . . . .  

Person is in an urban area of the midwest 

Person is in an urban area of the south 

Person is in an urban area of the west 

Person rents residence 

Person owns residence, with no mortgage 

Person reports housing assistance 

Person reports income assistance in interview 5 

Classification of units according to record use in Interview 5 

(RECORD5 - 1 "Always uses records" to RECORD5 - 6 "Never uses records") 

H a d R E C O R D 5  = l o r 2 o r 3  
, i i 

Table  2: P a r t i t i o n  of the  Singles P o p u l a t i o n  in to  S u b p o p u l a t i o n s  
. . . . .  

S u b pop u lat ion Des crip t ion 

Units that are retired 

Units (not in subpopulation 1) that are students 

Units (not in subpopulations 1 or 2) that are self-employed 

Units that are not in subpopulations 1 through 3 ("baseline" subpopulation) 
i , 
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Table 3: Descr ip t ive  Stat is t ics  for l n ( F I N C B T A X s ) -  l n ( E R A N K S U M ) ,  

by Subpopulatlon Membership 

Subpopulation 

All (1-  4) 

Retired (1) 

Student (2) 

Self-Employed (3) 

Baseline (4) 
i 

0.0586 

0.0331 

-0.2277 

-0.0275 

0.1389 

0.0161 

0.0252 

0.0724 

0.1006 

q.25 

-0.1418 

-0.2194 

-0.5478 

-0.3187 
, 

-0.0267 

q.5o 

0.1535 

0.0493 

-0.0458 

0.0204 

0.2444 

q.75 

0.3951 

0.2910 

0.2855 

0.4504 

0.4419 

Proportion 

0.300 

0.110 

0.049 

0.541 

Table 4: Descr ip t ive  Sta t is t ics  for l n ( F I N C B T A X s ) -  l n ( E R A N K S U M ) ,  

by Previous-Income Classification CUINCQ2,  Baseline Subpopulation 
, , ,  i 

Income Group ~ q.25 q.50 q.75 Proportion 

[0, 6000) 

[6000, 10,000) 

[10,000, 20,000) 

[20,000, 35,000) 

> 35,000 

-0.3002 

0.0233 

0.1327 

0.2290 

0.3063 

-0.5398 

-0.1613 

-0.0385 

0.0709 

0.2066 
i 

-0.1134 

0.0574 

0.1993 

0.3049 

0.3861 

0.1448 

0.3055 

0.3981 

0.4741 

0.5640 

0.104 

0.087 

0.296 
. . . . .  

0.337 

0.176 

of the 44 original sets of replicate weights; (2) con- 
struction of adjustment cells and weighting adjust- 
ment factors based only on the information from (1); 
and (3) modification of the relevant set of replicate 
weights, using the adjustment factors constructed in 
(2). Steps (1) through (3) were repeated for each of 
the 44 original sets of replicate weights; the result 
was a new set of 44 replicate weights adjusted for 
the "stringent income reporting" restriction. 

It should be emphasized that the present work 
uses one of several possible approaches to point esti- 
mation and variance estimation for the parameters 
of interest. Section 5 discusses briefly some alter- 
native estimation methods that could also be used 
for the issues considered here. Analyses using these 
alternative methods are also of interest, but are be- 
yond the scope of the present work. 

3. E x p l o r a t o r y  Analysis  of  R e p o r t e d  Income 
and  E x p e n d i t u r e s  

3.1 Descr ip t ive  Stat is t ics  for Subpopu la t ions  

As noted in Section 1, it was expected that cer- 
tain subpopulations were more likely to report "true 
dissaving;" and that some other reports of dissav- 
ing might be associated with underreporting of in- 
come or overreporting of expenditures. To study 
these conjectures further, we partitioned the singles 
population into the four subpopulations indicated 
in Table 2. Note that the first three subpopula- 

tions contain units for which reported dissaving may 
not be surprising, due to employment status. Sub- 
population 4, henceforth called the "baseline sub- 
population," consists of the remaining units in the 
singles population. Within the baseline group, re- 
ported dissaving may more readily be attributed to 
measurement error associated with underreporting 
of income, overreporting of expenditures, or both. 

Table 3 presents descriptive statistics for the 
variable Li in subpopulations 1 through 4, including 
the estimated subpopulation mean, the standard er- 
ror of the mean, the estimated first through third 
quartiles, and the estimated proportion of the sin- 
gles population falling into the indicated subpopu- 
lation. Several points are worth noting. First, all 
four of the subpopulations had estimated first quar- 
tiles less than zero. Thus, "reported dissaving a' is a 
fairly common phenomenon within each of the sub- 
populations under consideration. Second, the stu- 
dent subpopulation had a mean estimate substan- 
tially below zero, and also had a negative median 
estimate. The retired subpopulation had mean and 
median estimates that were positive, but less than 
the corresponding estimates for the full population 
or the baseline subpopulation. The self-employed 
subpopulation had a small negative mean estimate, 
but also had a relatively high estimated third quar- 
tile. Similar results, not detailed here, were obtained 
for R/ and other related variables. 

99 



7 

Table 5: Logistic Regression Coefficient Est imates and S tandard  Errors 

Proportion 

Regressor 

Intercept 

Age 

Age 2 

Any College 

Black 

Female 

Urban 

Urban, Midwest 

Urban, South 

Urban, West 

High Record Use, Int. 5 

Renter 

Owner, No Mortgage 

Housing Assistance 

Income Assistance, Int. 5 

for 6~, "Dissaving" Indicators 

0.00 

0.269 

Estimate 

-2.197 

0.0580 

-0.000459 

-0.315 

0.228 

0.310 

-0.516 

0.00 

Std. Err. 

(0.855) 
(0.0381) 

(0.000389) 

(0.228) 

(0.221) 

(0.144) 

(0.327) 

0.20 

0.139 

Estimate 

-3.27 

0.0629 

-0.000484 

-0.392 

0.572 

0.042 

-0.506 

0.20 

Std. Err. 

(1.20) 

(o.o542) 

(0.000547) 

(.326) 

(0.298) 

(0.229) 

(0.281) 

i 

0.50 

0.064 

Estimate 

-4.64 

0.1125 

-0.001088 

-0.037 

1.015 

-0.267 

-0.886 

i i 

0.50 

Std. Err. 

(1.74) 

(0.0788) 

(0.000798) 

(0.336) 

(0.470) 

(0.332) 

(0.500) 

0.018 

0.457 

0.128 

-0.483 

0.0151 

-0.283 

0.074 

0.889 
i i i i  

(0.313) 

(0.249) 

(0.304) 

(0.171) 

(0.201) 

(0.259) 

0.023 
, 

0.716 

0.295 

-0.459 

-0.104 

-0.301 

(0.311) 

(0.253) 

(0.205) 

(0.258) 

(0.330) 

(0.342) 

0.044 

0.388 
, ,  

0.090 

-0.482 

-0.121 

-0.106 

(0.515) 

(0.484) 

(0.483) 
, ,  

(0.441) 

(0.360) 

(0.476) 

(0.475) 

(0.277) 
i 

0.182 

1.146 

(0.566) 

(0.294) 

1.074 

0.464 

(o.6s2) 

(0.466) 

Table 6: Descriptive Statistics for l n ( F I N C B T A X s ) -  ln(ERANKSUM),  

by Record Use Categories within the Baseline Subpopulat ion 

Subpopulation 
, ,  

High Record Use (1- 3) 

Low Record Use (4- 9) 

0.2244 0.0259 
, , 

0.0890 0.0307 
, 

q.25 q.50 
, , 

0.0463 0.2825 
, 

-0.0522 0.2220 
i 

q.75 

0.4821 

0.4119 

Proportion 
. . . . .  

0.368 
. . . . .  

0.632 
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The results in Table 3 are generally consistent 
with the idea that some of the "reported dissaving" 
phenomenon is associated with the retired and stu- 
dent groups, while the role of self-employed persons 
appears to be more complex. Consequently, subse- 
quent analyses in Sections 3.2, 3.3 and 4 will focus 
on the expanded baseline subpopulation 4. Addi- 
tional work, which is not detailed here, was carried 
out with units in subpopulation 4 that had espe- 
cially volatile income or expenditure reports. How- 
ever, these additional comparisons offered somewhat 
less insight than the results reported here, and will 
not be considered further. 

In addition, recall from Section 1 that there was 
some concern that "reported dissaving" appeared to 
be especially marked in low-reported-income groups. 
Routine calculations suggest that this phenomenon 
could in principle be attributable to simple volatility 
of income and expenditures, especially if the same 
income variable is used for income-group classifica- 
tion and for the calculation of Li. To study this fur- 
ther, Table 4 presents summary statistics for units 
in subpopulation 4 classified by the first-interview 
variable CUINCQ2. Note the pronounced pattern 
of progressively higher mean and quantile estimates 
in the higher first-interview income groups. 

3.2 Logis t ic  Reg re s s ion  Mode l s  for Vary ing  
Levels of  R e p o r t e d  Dissav ing  

3.2.1 Varying Levels of Reported Dissaving 

The preceding subsection examined the distributions 
of the differences between the logarithms of income 
and expenditure values in subpopulations 1 through 
4. For the baseline subpopulation 4, a complemen- 
tary approach is to construct models for the proba- 
bility that a unit exhibits a certain substantial de- 
gree of reported dissaving. 

Specifically, for 7 E [0, 1) and for each consumer 
unit i, define the indicator variables 

6r,i = {1 if CU i has R~ < - 7 ,  and 0 otherwise} 

Thus, 6r,i identifies consumer units that have a 
"reported dissaving" greater than 7 x 100% of re- 
ported expenditures. An associated logistic regres- 
sion model for ~r,i is then 

ln{P((fr,i - 1) /P(~r, i  - 0)} - XiO,y 

where Xi  is a vector of demographic and related vari- 
ables observed for consumer unit i, and 0 r is the 
associated vector of logistic regression coefficients. 

Parameter estimates and associated standard 
errors for 0 r were computed as follows. First, the 
dataset was restricted to stringent income reporters 
in subpopulation 4. Second, for this dataset, point 
estimates 0r were computed using standard logis- 
tic regression with weights equal to the stringent- 
reporter adjusted weights defined in Section 2. 
Third, the estimated covariance matrices for 0 were 
computed using the general balanced repeated repli- 
cation method described in Section 2. 

3.2.2 Est imation Results 

Logistic regression coefficient estimates and stan- 
dard errors for the ~r "reported dissaving" indi- 
cators were computed for 7 = 0.0(0.05)0.5. Due 
to limited space, Table 5 reports results only for 
3' -- 0.0, 0.2 and 0.5. The first row of Table 5 lists the 
value of 7 under consideration, and the second row 
reports the estimated proportion of units with R~ 
less than -3'. In keeping with standard cautionary 
remarks about interpretation of multiple hypothesis 
tests, comparison of point estimates and standard 
errors across the values of 7 should be viewed as an 
exploratory device, rather than as a set of formal 
hypothesis tests. Conditional on this cautionary re- 
mark, one may note especially the negative coeffi- 
cients for the variable, "High Record Use" for low or 
moderate levels of 7; this is consistent with the sug- 
gestion that low record use, and possible resulting 
measurement errors, may be associated with some 
degree of reported dissaving. Other notable results 
include the positive coefficients for the variable "Fe- 
male" at low levels of 7, "Income Assistance" at low 
or moderate levels of 7, and "Black" at moderate or 
high levels of 7- In addition, note the negative esti- 
mated coefficients for "Urban" and the positive esti- 
mated coefficients for "Urban, South." By contrast, 
other demographic variables, e.g., age, education or 
housing tenure, were found to be of less interest in 
this logistic regression setting. 

3.3 C o m p a r i s o n  of High-  and Low-Record-  
Use  Groups 

To study further the relationship between record 
use and reported dissaving, Table 6 compares the 
distributions of Li in the high- and low-record-use 
groups in subpopulation 4. Note especially that 
the means and quantiles for Li are substantially 
higher for the high-record-use group. Thus, Table 
6 again is consistent with the suggestion that some 
of the "reported dissaving" phenomenon may be as- 
sociated with measurement error. In work not de- 
tailed here, more refined comparisons across individ- 
ual RECORD5i categories were not markedly more 
informative than that provided by the high- and low- 
record-use grouping. 

4. Errors-in-Variables Sens i t iv i ty  Analys is  

Section 3 suggested that some of the reported "dis- 
saving" observed in the Consumer Expenditure Sur- 
vey may be attributable to measurement error, es- 
pecially underreporting of income. Such measure- 
ment errors would have important practical impli- 
cations in several areas, including the estimation of 
regression models for the relationship between ex- 
penditures and income. In general, the presence 
of measurement error in reported expenditure and 
income values can produce serious biases in stan- 
dard regression coefficient estimators. Consequently, 
it is important to consider alternative estimation 
methods that account for this "errors-in-variables" 
bias. However, some standard errors-in-variables 
estimation methods rely on restrictive assumptions 
(e.g., the assumption of measurement error means 
equal to zero) that are not appropriate for the Con- 
sumer Expenditure Survey dataset. In addition, 
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standard errors-in-variables methods generally use 
model identification information (e.g., independent 
replicated observations of the same unit) not avail- 
able from the CE dataset. Subsection 4.1 presents 
some modified errors-in-variables methods that  ac- 
count for the nonzero-error-mean problem and the 
limited-replication problem. Subsection 4.2 applies 
the resulting sensitivity analysis to estimation of co- 
efficients for the regression of ln(ERANKSUMi) on 
ln(FINCBTAXsi) and other explanatory variables. 

4.1 M o d i f i e d  E r r o r s - i n - V a r i a b l e s  M e t h o d s  

.4.1.1 Standard Models and Me~hods 

Adapting notation from Fuller (1987, 1991), a stan- 
dard approach to errors-in-variable estimation is as 
follows. Suppose for the moment that one observes 
the vector Zi - (Yi, X i )  for each unit i in a popula- 
tion of size N. (Section 4.2 below will consider at~ 
extension using weighted estimation based on sam- 
ple units.) Assume that  

Xi  - xi + ui 

where xi is a k-dimensional vector of regressor "true 
values" for unit i and ui is the corresponding vector 
of measurement errors. Assume also that the zi  val- 
ues have common mean #~ and covariance matrix 
~ ,  and that 

Yi -- :rift + e i 

where fl is the regression coefficient vector of prin- 
cipal interest. The error term ei reflects the com- 
bined effects of measurement error and equation er- 
ror in the ]~ variable, and is assumed to have mean 
zero and variance (rqq. Standard errors-in-variables 
methodology generally uses the assumption that  the 
measurement error vectors ui have mean zero and 
covariance matrix Eu~. In addition, model identifi- 
cation information is generally provided by an esti- 
mator ~uu computed from auxiliary data, e.g., in- 
dependent replicated observations of the same "true 
value" zi. See, e.g., Fuller (1987) or Carroll and Ste- 
fanski (1990) for detailed discussions of the use of 
replicates in errors-in-variables estimation. To sim- 
plify the present discussion, we also will assume that  
the errors ei and ui are uncorrelated. 

Under these assumptions, the matrix of uncor- 
rected second moments, M z z  - g -1 ~-~N= 1 Z[Zi has 
expectation equal to 

(Z, + h )  + + 

where E ~  = diag(a~e, 0) and Eaa = diag(0, E=u). A 
simple method-of-moments estimator of fl is then 

- 2t~/2~/t;/~, ~ (4.1) 

where /l~/zz = M x x -  ~uu and /1)/xy = M x r ,  and 
M x x  and M x y  are the indicated submatrices of 
M z z .  

4.1.2 Modified Methods 

Two notable problems arise in considering the use 
of estimator (4.1) to perform errors-in-variables re- 
gression of ln(ERANKSUMi) on ln(FINCBTAXsi) 
and other explanatory variables. First, in light of 
the results of Section 3, it is not appropriate to as- 
sume that  all units have measurement error means 
equal to zero. Second, the data available do not 
include independent replicated observations for the 
same true values xi,  so a standard replicate-based 
estimator ~uu is not available. 

In considering both of these problems, we will 
restrict attention to the problem of measurement 
errors in the regressor ln(FINCBTAXsi).  In addi- 
tion, we will assume that  the other regressors con- 
sidered have zero measurement error, and that the 
ln(ERANKSUMi) variables have mean-zero mea- 
surement errors which are not correlated with the 
regressors or with the measurement errors in the 
variables ln(FINCBTAXsi).  These assumptions are 
not expected to be perfectly true, but do allow us 
to focus on the dominant problem of measurement 
errors in the regressor ln(FINCBTAXsi).  

To address the first problem of nonzero mea- 
surement error means, assume that  the measurement 
errors in ln(FINCBTAXsi) have a mean of zero for 
units in the high-record-use group and a possibly 
nonzero mean for units in the low-record-use group. 
Define #u to be the resulting weighted average of 
these two means, and note that  M z z  then has an 
expectation equal to 

(fl, I k ) ( ~ / ~  + ~ ) ( f l ,  I~) + ~ .  + (0,,~)'(0, p~) 

+(~,  Ik)~ ' (o ,  ~ )  + (0, u ~ ) % ( ~ ,  Ik)' + ~oo 

and the corresponding method-of-moments estima- 
tor of fl is again given by (4.1), with/17/~ and M.zy 
adjusted accordingly. In that  adjustment, the prin- 
cipal problem is the estimation of #u. Although the 
high-record-use group is assumed to have a measure- 
ment error mean equal to zero, direct use of the dif- 
ference between the means of the high-use and low- 
use groups would not be an appropriate estimator of 
the measurement error mean for the low-use group, 
due to possible differences in the means of the true 
x values for the two groups. Instead, it was assumed 
that the two groups had the same coefficient vector 
in the regression of the true ln(FINCBTAXsi) on 
the other regressors under consideration, X(2), say. 
This coefficient vector was estimated from units in 
the high-record-use group. The resulting residual 
terms l n ( F I N C B T A X s i ) -  [3(2)X(2)i were computed 
for each unit in the low-record-use group. Under 
the assumptions stated above, the weighted mean 
of these residuals is an approximately unbiased esti- 
mator of the measurement error mean for the low- 
record-use group, and the corresponding weighted 
average of this estimated mean with zero gives an 
approximately unbiased estimator of pu. 

To address the second problem, involving lack 
of pure replicate observations, consider the model, 

gi - l n ( F I N c B T A X s i ) -  ln(FINcBTAX2i) 

= ui - . 5  + di 
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where ui and fi  are the measurement errors in 
ln(FINCBTAXsi)  and ln(FINCBTAX2i),  respec- 
tively, and di is the difference between the true fifth- 
and second-interview FINCBTAX values. In addi- 
tion, let gaa be the weighted sample variance of the 
gi terms. Under the excessively simplistic assump- 
tions that  di is constant for all units and that  ui and 
fi are independent and have the same variance, gaa 
would give an approximately unbiased estimator of 
2~uu. Since the latter set of assumptions is not re- 
alistic for the present problem, we instead used the 
following sensitivity analysis approach. Assume for 
the moment that  Sg has an expectation approxi- aa 
mately equal to ~ruu, where )~ is some nonnegative 
number. Note that  ,k - 0.5 corresponds to the sim- 
plified model described above, and that  )~ = 0 corre- 
sponds to the case o'uu = 0. If )~ were known, then 
)~gaa would be an approximately unbiased estima- 
tor of ~r=~. Consequently, substitution into expres- 
sion (4.1) and use of the above-described modifica- 
tions for nonzero measurement error means produces 
an appropriate method-of-moments estimator for ft. 
Since ~ is unknown, computation of ~ across a range 
of plausible values for )~ gives instead an indication 
of the sensitivity of the point estimates fl to the 
magnitude of the measurement error variance a'uu. 
In general, sensitivity analyses are relatively com- 
mon in the errors-in-variables literature, and reflect 
the fact that  many datasets subject to substantial 
measurement error problems do not contain enough 
model identification information to produce a consis- 
tent estimator of fl under a realistic measurement er- 
ror model. For some examples of errors-in-variables 
sensitivity analyses developed in somewhat differ- 
ent settings, see, e.g., Kalman (1982), Klepper and 
Leamer (1984) and references cited therein. 

4.2 A p p l i c a t i o n  of  t h e  M o d i f i e d  M e t h o d s  

The preceding modified errors-in-variables methods 
were applied to the income and expenditure data 
described in Sections 2 and 3. The response vari- 
able was ln(ERANKSUMi),  and the predictors were 
ln(FINCBTAXsi)  and the other variables listed in 
Table 7. The predictors were selected after prelim- 
inary screening of other regressors not discussed in 
detail here. The results in Table 7 are presented to 
illustrate the proposed errors-in-variables methodol- 
ogy; due to limitations on available data, this anal- 
ysis is not intended to address fully all relevant eco- 
nomic questions, e.g., the relationship between ex- 
penditures and income over a large number of years. 
In addition, it should be noted that  use of before- 
tax income as a predictor is somewhat nonstandard, 
but was necessary due to the problems with tax data 
described in Section 2; see, e.g., Sawtelle (1993) and 
Gillingham and Hagemann (1983) for other exam- 
ples of the use of before-tax income as a predictor 
variable. 

The data  used in the estimation work were 
from baseline subpopulation defined in Table 2, 
with weights as described in Section 2. Table 7 
reports coefficient vector estimates estimates and 
standard errors separately for the values )~ = 
0, 0.1, 0.2, 0.3, 0.4 and 0.5. As one would expect, the 

coefficient for In(FINCBTAX~i) showed a consider- 
able amount of sensitivity to the choice of A, but 
other coefficients, e.g., for the "renter" and "housing 
assistance" regressors also showed considerable sen- 
sitivity. Also, as expected, the s tandard errors are 
generally increasing in A, and the combined changes 
in coefficient estimates and s tandard errors have a 
substantial effect on the identification of significant 
regressors. 

5. D i scus s ion  

5.1 R e v i e w  of  R e s u l t s  

Exploration of the "reported dissaving" problem 
for single-person consumer units in the Consumer 
Expenditure Interview Survey has led to two gen- 
eral sets of results. First, the data  analyses pre- 
sented in Section 3 support the conjecture that  
some of the observed "reported dissaving" can be 
at t r ibuted to subpopulations for which this pat- 
tern is not surprising, e.g., students or retired per- 
sons. Second, differences in reporting patterns for 
the high- and low-record use groups indicates that  
serious consideration of measurement error issues 
is also warranted. The specific mean-adjustment 
and sensitivity-analysis results presented in Section 
4 suggest that  these measurement error issues have 
a substantial effect on coefficient estimates and error 
variance estimates for the present problem, and also 
illustrate some potential limitations in the availabil- 
ity of model identification information in the present 
problem. 

5.2 A l t e r n a t i v e  A p p r o a c h e s  

The present paper has used one of several possible 
approaches to point estimation and variance esti- 
mation with the data available. Alternative anal- 
ysis methods are also worth considering. For ex- 
ample, the errors-in-variables sensitivity analysis de- 
scribed in Section 4 can be adapted to other estima- 
tion methods, e.g., the general estimating-equation 
methods of Carroll and Stefanski (1990) or the 
nonlinear least squares fitting methods of Browne 
(1984). In addition, one could consider other forms 
of model identification information, e.g., instrumen- 
tal variables. 

More generally, the estimation methods used 
with the logistic regression work in Section 3.2 
and the errors-in-variables work in Section 4 may 
be viewed as variants on pseudo-maximum likeli- 
hood approaches developed previously. For some 
general background on pseudo-maximum likelihood 
methods, see, e.g., Skinner (1989) and references 
cited therein. Alternatives to the analysis meth- 
ods used here would involve different approaches to 
use of survey weights, to variance estimation, and 
to incomplete-data adjustments. For example, there 
is a broad range of views regarding the appropriate 
use of survey weights in regression and other anal- 
yses of survey data; Little (1991) discusses several 
viewpoints. Many of these approaches extend nat- 
urally from regression to errors-in-variables estima- 
tion, with some additional complexities associated 
with model identification information. 

In addition, the present paper has addressed 
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Table 7: Errors in Variables Regression Coefficient Estimates: 
Sensitivity Analysis for the Variance Ratios 

)~ - 0, 0.1, 0.2, 0.3, 0.4, 0.5 

(Standard Errors Indicated in Parentheses) 

Regressor 

Intercept 

ln(FINCBTAXs) 

0.0 

5.277 

(0.393) 

Age 

Age 2 

Any College 

Urban, Midwest 

Urban, Not Midwest 

Renter 

Housing Assistance 

0.3719 

(0.0432) 

0.0293 

(0.0623) 

-0.00034 

(0.00632) 

0.1994 

(0.0359) 

0.0653 

(0.0569) 

0.1632 

(0.0463) 

-0.1250 

(0.0146) 

-0.2378 

(0.0690) 

0.1 

4.986 

(0.469) 

0.4041 

(0.0513) 

0.0283 

(0.0621) 

-0.00033 

(0.00638) 

0.1839 

(0.0375) 

0.0539 

(0.0568) 

0.1497 

(0.0478) 

-0.1149 

(0.0168) 

-0.2086 

(0.0736) 
i i 

0.2 

4.640 

(0.566) 

0.4425 

(0.0619) 

0.0272 

(0.0625) 

-0.00031 

(o.oo652) 

0.1655 

(0.0401) 

0.04043 

(0.0572) 

0.1337 

(0.0501) 

-0.1028 

(0.0198) 

-0.1738 

(0.0808) 
i 

0.3 

4.220 

(0.694) 

0.4890 

(0.0760) 

0.0259 

(0.0640) 

-0.00029 

(0.00680) 

0.1432 

(0.0441) 

0.0241 

(0.0581) 

0.1144 

(0.0538) 

-0.0882 

(0.0240) 

-0.1317 

(0.0917) 

0.4 

3.703 

(0.868) 

0.5463 

(0.0954) 

0.02418 

(0.0673) 

-0.0271 

(0.00734) 

0.1157 

(0.0506) 

0.0040 

(0.0604) 

0.0904 

(0.0595) 

-0.0701 

(0.0299) 

-0.0080 

(0:108) 

0.5 

3.05 

(1.12) 

0.6189 

(0.123) 

0.02205 

(0.0738) 

-0.0243 

(0.00829) 

0.0809 

(0.0608) 

-0.0215 

(0.0651) 

0.0602 

(0.0688) 

-0.0473 

(0.o382) 

-0.014 

(0.133) 
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missing-data issues only through weighting adjust- 
ment. Alternatives, e.g., single or multiple impu- 
tation, can also be considered. For some general 
discussion of missing-data adjustment methods, see, 
e.g., Little and Rubin 11987) and references cited 
therein. Rubin (1987) gives a detailed discussion of 
multiple imputation methods. Finally, it is worth 
noting that the statistical literature has tended to 
handle missing-data and errors-in-variables regres- 
sion problems as separate issues. In light of the 
empirical results described here and in other liter- 
ature, it is appropriate to focus additional atten- 
tion on regression methods that account explicitly 
for both measurement errors and missing data. 
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