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1. I N T R O D U C T I O N  A N D  N O T A T I O N  

Under simple random sampling all the 
standard techniques of analysis apply. When a 
complex design- for example, stratified multistage 
cluster sampling - is used, it can have a significant 
impact on the analysis of the data. Confidence in- 
tervals may not have the stated coverage properties 
and calculated p-values associated with testing a 
hypothesis may be inaccurate. Here we examine the 
analysis of domain means under complex sampling 
designs. Under the assumption of a normal distribu- 
tion of the domain sample estimates, results are 
given corresponding to one and two-way analyses of 
variance (§2). The analysis of domain means is ex- 
tended to include generalized linear models (§3) and 
an example using a Poisson model is examined (§§4 
and 5). 

Consider a population of size N divided into 
m 

I domains each of size N i , i = 1 .. . . .  L Let Y be 

the population mean, Y/ the mean of the i-th domain 

and W i = N i / N the i-th domain weight. We denote 

the lx  I vector of domain means by Y - (Y1,..., Y1 )' 

and its estimate under any sampling design by 
Y = (Yl,.-.,YI)'. The l x I  covariance matrix of y 

under any sampling design is denoted by V = [V/j]. 

The matrix V a = diag(V l l , . . . , V n )  contains only 

the variances of y on the diagonal. Assuming sim- 

ple random sampling and ignoring the finite popula- 

tion correction factor, V reduces to S = diag(S 2 / n I , 

.... S/2 /n I ) ,  where S 2 is the finite population vari- 

ance in the ith domain and n i is the sample size 

observed in that domain. The design effect in the i- 
th domain is the ratio of the standard error of the 
estimate under the complex design to that of simple 

random sampling, or defli = ~/Vii / (S 2 / h i ) .  The 

estimate of V is denoted by V .  A consistent esti- 

mate S of S may be obtained under a complex de- 
sign if the sample weights are available. The esti- 
mate of defli is found on substituting the variance 

estimate v~t for Vt~ and a consistent estimate 

o r s  2 /n i obtained under the complex design. In §2 

we develop methods of analysis under the assump- 
A 

tion that Va or the defli are available. The results 

of §§3 - 5 are obtained under the assumption that the 

full estimated covariance matrix ~' is available. 

2. NORMAL MODELS - PARALLELS TO THE 
ANALYSIS OF VARIANCE 

We assume that a finite population Central 
Limit Theorem holds so that y ~ d  MVN(Y,V).  

Consider the null hypothesis 

H o" CY = 0 (1) 

where C is a k x I matrix of contrast coefficients 
such that CI = O. The column vectors 1 and 0 con- 

tain l ' s  and O's respectively. If "~/ is available then 
the Wald statistic 

= (cy),(c#c) (2) 

may be used to test H0. Under H0, X 2 ~ d  Z 2. 

In many situations (a secondary analysis of 

the data, for example), V may not be available. A 

modified Wald statistic, denoted by X ~  may be 

obtained on replacing "v' in (1) by another matrix, 
A 

say A = diag(1 / ~ l , . . .  ,1 / a l  ) ,  where ai is a consis- 

tent estimate under the sampling design for a con- 
stant a i for i = 1 ..... L Then 

k 
2 = (cy)'(cXc) (cy) X a j z j  

j---I 
(3) 

where the Z j are independent standard normal ran- 

dom variables and 8 j  (j = 1 ..... k) are the eigenval- 

ues of (CAC') - l  (CVC').  The Rat-Scott correction 

to this test is 
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where 8 is the mean of the &'s. A conservative cor- 

rection to X 2 , using Scott and Styan (1985), is 

given by 

x h / i ,  (5) 

u 

where Z is the mean of 21 . . . .  , 3,1 which are the 

eigenvalues of A - I V .  The correction ~ may be 
estimated by 

I 
a i r  u / I .  (6) 

Consider two slx~ial  cases: 
I. Only the domain standard errors are available. In 

this case it is reasonable to set .~ = ~v d in X 2 in 

(3). The Rao-Scott correction, appearing in (4), is 
not estimable since estimates of the covariances are 
not available. Consequently, (4) is not calculable. 
The test statistic in (5) is calculable and reduces to 
x 2 . 

II. The domain design effects are available and a 
microdata file is available containing the sample 
weights from which a consistent estimate of S may 

be obtained. In this case set ,~ = S in (3). The test 

statistic in (5) is calculable since ~, in (6) is given 
by the average of the I domain design effects. 

In a one-way analysis we are interested in 
testing the hypothesis 

. , - - .  - - - - .  . - - .  

n o :  Y l = r 2  = . . . .  r l .  (7) 

Then C in (1) may be expressed as the (I-1)xI matrix 

1 0 0 - . . 0 - 1  

0 1 0  . . .  0 - 1  

0 0  1 -.- 0 -1 

0 0 0 ..- 1 - 1  
. 

(8) 

The modified Wald statistic reduces to 

I 

i-1 
(9) 

1 I I 

Z Z a, aj. o -y')@, 
E ai i=1 jffil 

i=1 

the correction 6 in (4) is  

I I I I 

rE- ,v , , -E E.,.;v,; 
i=1 i=1 j=l iffil 

(10) 

and the correction 2 in (5) is 

I 

iffil 
( l l )  

Special case I for the general hypothesis in 
equation (1) is obtained on setting ai = l /vu  in (9). 

The correction in (11) reduces to g = 1. Special 

case II is obtained on setting a i = n i / S i in (9). The 

correction in (11) is the average of the I domain de- 
sign effects as in the general case. 

A test statistic which has a form similar to 
the treatment sum of squares in the one-way analysis 

A 

of variance is obtained on setting a i = W i where W e. 

is the estimate domain weight. Then (9) reduces to 

! 
A 

= E 
i-1 

where 

^ I I 

Y - E ~ ' . V i  and E ~ - i .  
i=l i=1 

The Rao-Scott correction in (10) to the test statistic 
in (9) is estimated by 

1 A 

[~_~ ~ v i i  - var(Y)] / ( I -  1), 
i=1 

A 
m 

where var(Y ) is the estimated variance of the 
population mean. The correction in (11) is estimated 
by 

I 

i=! 
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In a two-way analysis we have I domains of 
one type and J domains of another for a cross classi- 
fication of 13" domains. The notation extends in a 
natural way by using double subscripts; for example 
Yi/ is the population cell mean for the cross classifi- 

cation of domain i of Type I and domainj of Type II. 
The test for equality of the marginal means follows 
in the same fashion as the one-way analysis. One 
additional hypothesis of interest in the two-way 
analysis is the test for interaction. This may be writ- 
ten a s  

Ho" r 0. =0  

for all i ~ i ' and j ~ j ' .  The matrix C in (1) is the 

Kroenecker product of two matrices of the form 
given in (8). Similar to the one-way analysis we can 

set .4, = S or .~ = Va in (3) which would require 

knowledge of cell design effects or the standard er- 
rors of the cell mean estimates respectively. A third 

^ 

approach is to set A = I the identity matrix. This 
yields 

I J 

i - i  jffil 

where the "+" notation means that the appropriate 
subscript has been summed over and the result di- 
vided by the number in the sum. The correction to 
the test statistic given by (6) is calculable and is es- 
timated using the 1J standard errors of the cell 
means. 

3. GENERALIZED LINEAR MODELS 

The use of generalizeA linear models under 
complex sampling designs has been considered by 
Molina and Skinner (1992). Here we provide cor- 
rections to the Wald statistic and apply these results 
(§4) to data under a Poisson model. 

Consider a model for the domain means in 
which E(.~)  =/~i (I]) and the model covariance 

matrix is V m([I), where 1~ is a p x  I vector of par- 

amaters. For simplicity we denote /zi (1~) by /zi 

and Vm(I]) by Vm. The vector Ix = (/z l , . . . ,  /z i ) ' .  

A hypothesis for goodness-of-fit of the model is 

H o" E07i)=/zi(l~). (12) 

An estimate of II is obtained by solving the 

quasi-likelihood equations 

s(6) - D ( 6 ) , v .  ( 6 ) - '  ( y -  - o (13) 

for  ~ ,  w h e r e  D ( ~ )  = ( D I ( ~ ) , . . . , D , ( ~ ) ) '  a n d  

is a p x  1 vector. For simplicity we denote D([I) by 
A s t  

D, /zi([I ) by ~fi, (~ t l , . . . ,~ l ) 'by  12 and Vm([I ) by 
s t  

v . .  
Under simple random sampling the domain 

means are independent. Then a test statistic for 
goodness-of-fit (the hypothesis in (12)) is given by 

X 2 = ( y -  #)'~rml ( y -  ~t) "~d Z2I-p • (14) 

We examine the distribution of X~ in (14) under a 

complex design in which the covariance matrix of y 

is V.  
On performing a Taylor expansion of S 

A 

around 13 we obtain from (13) 

- I~ ~ [ D ' V m l D l - l S ( ~ )  • (15) 

A 

A Taylor series expansion of ~ - ~  around [3 yields 

A 

p. - p. "~ D(13 - 13) 

= D[D'VmlD]-I DVml ( y -  it) 

A 

from (13) and (15). Since 13 ----~p 13 

where 

B = I -  DA-ID'Vm I ( y -  ~t) (16) 

and 

A = D'VmlD. 

A 

From (16) and in view of V m --,p V m we find that 
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X~ ~ ( y -  ~) 'B'VmIB(y- Vt). 

Then 

I -  2 
- ,d  

i - I  

where the Zi are independent standard normal ran- 

dom variables and the #i are the non-zero eigenval- 

ues of (BViI')V,~ 1 . The first order Rao-Scott cor- 

rection to this test is 

X ~ / #  , (17) 

where 

(1 -  = tr[(B TS)Vm  ]. (18) 

After some algebra it may be shown that 

# ~ [I / (2' - p ) ] ~  

where the ~ s  are the eigenvalues of  VmlV. Then 

= t r ( V m l V ) / I  provides a conservative correction 

to the test. Note that ~ depends only on the design 

effects if V m is a diagonal matrix. 

4. A P O I S S O N  M O D E L  

Assume in (12) that 

ln(l~) = Xl3, (19) 

where X is an I x p matrix of known constants. The 
model variance 

Vm =diag(gl I n l , . . . , g i  I n 1 )  

= DttDw 1 I n  
(20) 

w h e r e  

D ~, = d i a g ( g  ~ , . . . , ~u s ) , 

D w = d i a g ( n l  / n , . . . n ~  / n )  

and n is the total sample size. The quasi-likelihood 
equations in (13) reduce to 

X'DwtT- =o 

where D in (13) is D ~ X .  The matrix B in (16) may 

be expresseA aa 

B = I -  Dw I (DwD ~ ) X ( X ' D  wD ~X) -1X'Dw. 

The uncorrected test statistic for goodness- 
of-fit, given by (14) reduces to 

I 

iffil 

for the Poisson case. The correction to this test sta- 
tistic, given by (18), may be expressed as 

( I - p ) #  = tr[nVDwD~ 1 ] 

- U'[nVe w X ( X ' D  w D ~ X) -~ X'D w 1. 
(22) 

^ 

On replacing V by V and D ~ by D p = d i a g ( ~ l , . . . ,  

Y-i ) in (22) an estimate of the correction to the test 

is obtained. The conservative correction to this test 

is the average of the d e f t :  i . 

These results are similar to those in Roberts 
e t  al.  (1987) except that their binomial covarianc¢ 

matrix D ~lD f / n ,  where D f = d i a g ( f l  (1 - f l )  .... , 

)'I ( 1 - f l  )), is replaced by DwlD~ / n .  

Nested hypotheses may be treated in the 
following way. Suppose that the matrix X is parti- 
tioned into (Xl, X2) ,  where Xl is I x q and X2 is 

I x r (p = q + r). Then (19) may be written as 

ln(l~ ) = X l ~  1 + X 2 ~  2 . 

We are interested in testing the hypthesis 

H0" I]2 = O. (23) 

The uncorrected test statistic is given by 

I 
X~ (2 [ 1) = E (ni gi - ni ~ ) 2 / nj g i ,  (24) 

i=1 

where ~ ,  i = 1, ...,/, are the solutions to the quasi- 

likelihood equations in (13) under the full model 
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given by (19) and the ~i are the solutions to (19) for 

the reduce~ model under the null hypothesis in (23). 
The corrected test statistics is given by 

X~(21 I)/~ 

where ~ is estimated by 

tr[n(X 2 D w D y X 2 ) - I ( x 2  D w ~ D w X 2 ) / r .  (25) 

The matrix 

f t 

'X2 = X 2 - X I ( X I  D w D y X I ) - I ( x I  DwDyX2)  • 

5. NUMERICAL EXAMPLE FROM THE 
WORLD FERTILITY SURVEY 

Little ((1978) has fit generalized linear 
models under a Poisson assumption to Fijian data 
from the World Fertility Survey. His analysis ig- 
nores any complex sampling design that may have 
been used. We use part of his data to illustrate the 
adjustments to the test statistic that can be made to 
account for the complex sampling design. 

The data in Table 1 are adapted from Table 
3 of Little (1978). The data in the table in Roman 
script show the mean number of children ever born 
for women of Indian race cross classified by educa- 
tion and years since the woman's first marriage. 
The data in italics in the table are the cell sample 
sizes. 

Table 1 

Y e a r s  

Since First 
Marriage 

<5 

5 - 9  

10- 14 

15- 19 

20 - 24 

25+ 

None 

0.97 
62 

2.44 
70 

4.14 
88 

5.06 
114 

6.46 
117 

7.48 
195 

Education 
Lower 

Primary 

0.96 
102 

2.71 
117 

4.14 
132 

5.59 
86 

6.34 
68 

7.81 
59 

Upper 
Primary or 

Higher 

0.90 
154 

2.42 
102 

3.85 
59 

4.42 
31 

5.48 
25 

5.80 
10 

No variance estimates are given in Little's 
(1978) report. For the purposes of illustration we 

construct ~r in the following way from V m , given 

by (20) and the cell means in Table 1. Suppose 

defl~ = b, a constant for all i and the design effect 

for the difference of two means defl¢ = c for all i 

andj. Then 

V(~  ) = b/z--C (26) 
ni 

and 

v(y~ -y j )  = ~ +  (27) 

From (26) and (27) we obtain 

Cov(.~i , y j ) = d (  lUi + lu J l , 
\ n i  n i ) 

(28) 

where d = (b -  c) / 2. The diagonal elements of V 

are obtained from (26) and the off-diagonal elements 
from (28)with /.t~ and /zj replaced by Yi and ~j 

respectively. For the purposes of illustration we 
chose b = 2.0 and c = 1.2. 

Consider the loglinear model 

In(,u¢ ) = flo + fll~ + fl2j, (29) 

where i = 1 ... .  , 6  and j = 1, 2, 3 and the restrictions 
ill6 = 0 and fl23 = 0 to ensure full rank. 

On using (20), the uncorrected test statistic 
for goodness-of-fit of the model (29) is 

X~ = 5.9. 

The correction to this test statistic, calculated from 
(22), is 

# = 1.2, 

which yields a corrected value of the test statistic of 
4.915. This value is compared to the 5% point of 

2"2 (18.3) is not significant so that it may be con= 
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cluded that the Poisson model is a reasonable as- 
sumption. 

The hypothesis that there is no effect due to 
education on the average number of children born 
givne model (29) may be written as 

H0:f121 = fl22 = 0. (30) 

The uncorrected test statistic for the hypothesis in 
(30), calculated from (24), reduces to 

X 2 (2[ 1)= 12.942. 

The correction to this test statistic, calculated from 
(25), is 

y = 1.340, 

which yields a corrected value of the test statistic of 

9.66. When this value is compared to a 2 "2 the test 

is significant at the 1% level. 
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