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Design and Weighting of the N C V S .  The Na- 
tional Crime Victimization Survey (NCVS), admin- 
istered by the Bureau of Justice Statistics, is a sur- 
vey of persons across the U.S. in which noninstitu- 
tionalized persons 12 years old and older are asked 
about their experiences as victims of crime in the 
past six months. The NCVS takes a stratified, mul- 
tistage cluster sample that is designed to be approx- 
imately self-weighted. 

Even though the NCVS is designed to be self- 
weighted, weights are used to adjust for some differ- 
ential sampling rates, to adjust for nonresponse, and 
to adjust for differences between the demographic 
composition of the sample and that of the U.S. non- 
institutionalized population aged 12 and over. The 
design of the N CVS and the procedure followed for 
calculating weights are described in U.S. Depart- 
ment of Justice (1991, 1992). The weight variable 
for a person in the sample is intended to be the num- 
ber of persons in the target population represented 
by that person. 

In this paper we discuss rationales for and against 
using weights in linear and logistic regression. We 
fit a number of logistic regression models similar to 
those that might be used in more detailed studies 
concerning correlates or dynamics of victimization 
to see how much difference the use of weights makes. 
Finally, we offer some advice for deciding whether 
or not to use weights in an analysis. 

W e i g h t e d  vs. U n w e i g h t e d  Analyses .  There is 
little argument that weights should be used in cal- 
culating means and totals, as in the annual reports 
of Criminal Victimizalion in the United Stales (U.S. 
Department of Justice, 1992). This has been justi- 
fied from both design-based and model-based per- 
spectives, as in Little (1991) and Kish (1992). 

There has been much vigorous debate, however, 
on whether weights should be used in more complex 
analyses. Much work done on the effects of weights 
in complex surveys has focused on contingency table 
analysis or on linear regression. In linear regression, 
the debate between weighted and unweighted anal- 
yses can be summarized as follows. Let Y be the 
vector of responses, and X the matrix of explana- 

B =(X'X)-'(X'Y) (1) 

is the population regression parameter. In practice, 
only a sample of observations is taken, with obser- 
vation vector y and matrix of explanatory variables 
x. This sample must be used to obtain summary 
statistics relating Y and X. 

A person holding a design-based perspective takes 
the point of view that the population values Y are 
fixed: a probability structure only occurs because 
some units were randomly chosen to be included in 
the sample while others were not. The goal is to es- 
timate B, regardless of population structure. Since 
B can be written as a function of population means 
and totals, one should (by analogy with the practice 
for estimating means) obtain weighted estimates of 
those means and totals to give 

b,.,, = (2) 

where w is the diagonal matrix of weights. 
A person holding the model-based perspective in- 

stead postulates that a stochastic model describes 
the relation between yi and xi: 

- + (3) 

If all observations in the population follow the model 
(3), then the sampling design should have no effect 
as long as the sampling is not outcome-based. The 
value B is the least squares estimate of/~ if the whole 
population were observed: since only a sample is 
observed, one should use the least squares estimate 

b = (4) 

One searches for a structure that can be thought 
to generate the population and then estimates the 
parameters for that structure. 

An advocate of bw is often concerned about pos- 
sible biases arising from the sampling design. Kott 
(1991) and authors referenced in Kott 's paper com- 
pare design-based and model-based estimates in lin- 
ear regression. He argues that sampling weights 
are needed in linear regression because the choice 
of covariates in survey data is limited to variables 
collected in the survey: if necessary covariates are 
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omitted, b~ and b are both biased estimators of/3, 
but the bias of bw is a decreasing function of the 
sample size, while b is only asymptotically unbiased 
if the probabilities of selection are not related to the 
missing covariates. 

The robustness to missing covariates, however, 
comes at a cost. The standard errors of the weighted 
parameter estimates are generally higher than the 
corresponding unweighted estimates, as discussed in 
Kish (1992). 

Fienberg (1980) says "we know of no justifica- 
tion whatsoever for applying standard multivari- 
ate methods to weighted data . . . the auto- 
matic insertion of a matrix of sample-based weights 
into a weighted least-squares analysis is more often 
than not misleading, and possibly even incorrect." 
Saphire (1984, p. 38) also takes a model-based ap- 
proach to estimation in the NCVS. 

Smith (1988) and Little (1991) adopt a model- 
based perspective but argue that sampling weights 
are useful in model-based inference as summaries 
of covariates describing the mechanism by which 
units are included in the sample. Their argument 
can be extended to justify weights to adjust for un- 
dercoverage and nonresponse by using weights as 
stand-ins for variables affecting nonresponse. In the 
N CVS, modeling assumptions are used in construct- 
ing those weights, and several variables used for con- 
structing the weights used to adjust for nonresponse 
are available for use as covariates in models. 

W e i g h t s  in Logis t ic  Regress ion .  In logistic re- 
gression the response is binary rather than continu- 
ous, taking on the value of 1 or 0. Let x be a p-vector 
of independent variables, and/3 be the p-vector of 
unknown parameters. 

Much of the above discussion on linear regression 
also applies to logistic regression. Binder (1983) 
gives design-based theory for estimating logistic re- 
gression parameters. He starts with a parametric 
likelihood function for logistic regression, the likeli- 
hood that would be adopted if the entire population 
were available for study and if the observations were 
independent. The finite population parameter B is 
then defined to be the maximum likelihood estimate 
of 13. If all N elements in the population could be 
observed, the parameter B would be the solution to 
the system of equations 

N exp(xTB) 
Z xij(Yi -- 1 + exp(xTB) ) -- 0 (5) 
i=1  

for j -- 1 , . . . , p .  

Although B is defined in terms of the likelihood, 
Binder (1983) proposes estimating B rather than/3. 
An estimate of B is given by the solution bw to 

exp(xTbw) ) -- 0 (6) 
Z wixij(Yi -- 1 + exp(xTb~o) 
iES 

for j = 1 , . . . ,  p, where S denotes the units included 
in the sample. The i th observation in the sample 
represents wi observations in the population. 

For the data in the sample, the quasi-likelihood 
estimates b~ solve equation (6) when the wi are set 
equal to one. Even though the covariance matrix is 
misspecified, b~ is still a consistent and asymptoti- 
cally normal estimator for fl if the model is correct. 

Under the assumption that the logistic model is 
correct and that the marginal probability distribu- 
tion of z contains no information about the coeffi- 
cients in the logistic regression, Prentice and Pyke 
(1979) showed that case-control models may be an- 
alyzed as cohort studies in logistic regression: the 
only parameter estimate that is affected by sampling 
dependent on the y's is the intercept. Nonresponse 
can be considered as a modified version of a case- 
control study: the units selected to be in the sam- 
ple are in two strata, respondents and nonrespon- 
dents. Thus we might expect that because of this 
special property of logistic regression, using sam- 
pling weights would have little effect on coefficients 
other than the intercept if all important indepen- 
dent variables are included in the model. 

Scott and Wild (1989) find that the Prentice and 
Pyke results hold for stratified sampling when the 
strata are determined by the value of the binary 
response variable. They conclude that when the 
model fits well, there is little difference between 
model-based and design-based point estimates for 
the parameters, but that the model-based estimates 
are more efficient. When covariates are missing, 
however, and an estimate of B is desired, they show 
that the bias of b~ is greater than the bias of bw. 

An argument similar to that in Little (1991) 
shows that the weighted estimates will correspond 
to the posterior distribution of the parameters when 
the coefficients are assumed to be different in each 
cluster; the unweighted estimates will correspond to 
the posterior distribution when all clusters are as- 
sumed to follow the same model. 

The above discussion applies only to point esti- 
mates of the parameters. Whether weighted or un- 
weighted estimates are used, the sampling design of 
a complex survey such as the NCVS should always 
be taken into account when estimating variances of 
the parameter estimates. If the dependence among 
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Figure 1: Boxplots of the distribution of weights 
for all data, white males, white females, nonwhite 
males, nonwhite females, and violent crime victims. 
The horizontal lines from top to bottom represent 
the maximum, 95th percentile, 75th percentile, me- 
dian, 25th percentile, 5th percentile, and minimum 
value in the groups. 
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observations is ignored, estimates of variances will 
generally be too small. 

T h e  D a t a  Set  a n d  Ana lys i s .  The data tape 
used was the NCVS 1990 person-level file (U.S. De- 
par tment  of Justice, 1991). All persons who were 
interviewed between July and December, 1990 were 
included in the data set for studying victimization. 
If a person was victimized more than once, only one 
incident (chosen randomly) was used in any given 
model. This was intended to reduce the clustering 
effect of having more than one crime per person. 
Weights for nonvictims were multiplied by 10 since 
the file included only a 10% sample of nonvictims. 

Secondary data analysts of the NCVS cannot cal- 
culate variances of the regression parameters be- 
cause clustering information is not released. Even 
when non-weighted estimates are used, variance es- 
t imates given by standard statistical packages will 
be wrong because observations are dependent. We 
can conjecture, following Skinner (1989), that the 
design effect for parameter estimates is larger than 
one, and that  the standard errors given by standard 
logistic regression procedures are, i fanything,  too 
small. 

We looked at progressively smaller subsets of 

the sample in constructing logistic regression mod- 
els, examining correlates of victimization, reporting 
crime to the police, and injury. Only the analyses 
for violent crime victimization and reporting violent 
crime to the police are presented here, as they show 
the greatest difference between the weighted and un- 
weighted analyses; other analyses are reported in 
Liu (1992). In the data set, there were 1092 violent 
crimes; of the victims of violent crimes, 499 reported 
the crime to the police. 

Box plots for the distribution of weights for the 
data set in this paper are shown in Figure 1. 
The distributions of weights are skewed, but most 
weights in the data set fall within a narrow range. 
The distribution of weights is fairly homogeneous 
for various subsets of the data; the largest differ- 
ences occur among the different race/gender groups, 
where nonwhite males tend to have higher weights. 

M o d e l s  for V i o l e n t  C r i m e s .  Criminal Victim- 
ization in the United States, 1990 (U.S. Department  
of Justice, 1992) gives information on who was most 
likely to be victimized by various types of crime in 
1990. The most likely persons to be victims of vi- 
olent crime were under 25, black, male, never mar- 
ried, from low-income families, and residents of cen- 
tral cities, among other factors. These variables and 
their interactions were used as a starting point for 
building the logistic regression models. Only demo- 
graphic variables readily obtained from the NCVS 
were used in this paper; a person's routine activities 
and lifestyle also affect the likelihood of violent vic- 
timization, but the NCVS gives only crude measures 
of these variables. 

Most of the independent variables used in this 
paper are dichotomous, taking on the value 0 or 1. 
The "1" values of the variables are: 

race nonwhite 
sex female 
age age 25 or over 
married 1 = married or widowed 
move5 moved at least once 

in last five years 
offwepn offender had a weapon 
centcity live in central city of MSA 
anyinj someone injured in incident 
rent housing unit is rented 

The variable "income" is retained as an ordinal 
variable, with the lowest value 1 corresponding to 
a family income of less than $5000 and the highest 
value 14 corresponding to a family income of more 
than $75000. Plots of the data revealed a straight- 
line relationship between the variable income and 

783 



Table 1: Estimated coefficients for a multiple lo- 
gistic regression model for the response VIOLENT. 
VIOLENT - 1 if person was victim of violent crime, 
0 if person not victim of crime. 

Variable Coef. Coef. 
(w/o (with 

wgts.) wgts.) 
Std. 

error 
intercept -1.32 -3.66 .120 
sex -0.50 -0.49 .070 
age -0.51 -0.46 .078 
race -0.24 -0.32 .099 
married -1.12 -1.16 .085 
move5 0.75 0.76 .080 
rent 0.32 0.29 .084 
centcity 0.36 0.36 .074 
income -.024 -0.023 .009 

the various responses in the logit scale. 
Table 1 gives parameter estimates for logistic re- 

gressions using the response VIOLENT of violent 
victimization when variables used in constructing 
weights (for example sex, race, and age) were in- 
cluded as covariates. All standard errors given are 
those from the unweighted analysis, and must be 
taken as underestimates of the error. Even with 
the underestimated standard errors, though, it is 
seen that,  except for the intercepts, the parameter 
estimates do not change by a large amount when 
an analysis with weights is performed. A model fit 
without the variables sex, race, and age shows no 
difference between the weighted and unweighted es- 
timates. 

A positive coefficient indicates that, after control- 
ling for all other independent variables in the model, 
a higher value of the explanatory variable is associ- 
ated with a higher likelihood of being a victim of 
violent crime. Of course, one must always be care- 
ful in interpreting such models because of the high 
degree of multicollinearity in the explanatory vari- 
ables. The variables rent, centcity, income, and race 
are strongly associated and must be interpreted to- 
gether. This association is seen when race is re- 
moved from the model in Table 1: the coefficients 
of rent and income both change. 

Note that  the largest change in coefficients in Ta- 
ble 1 is for the intercept, as would be expected from 
the results in Prentice and Pyke (1979), since we 
multiplied the weights of all nonvictims by ten. The 
next largest differences are for the variables race and 
age, both of which are variables used in constructing 
the weights. It is not surprising that  the coefficient 

Table 2: Estimated coefficients for a multiple lo- 
gistic regression model for the response RPTPOL,  
among victims of violent crime. 

Variable Coef. Coef. 
(w/o (with 

wgts.) wgts.) 
Std. 

error 
intercept -0.88 -0.90 .188 
sex 0.46 0.45 .143 
race -0.68 -.57 .266 
race*sex 0.99 0.79 .376 
anyinj 0.70 0.77 .132 
age 0.42 0.34 .143 
offwepn 0.63 0.62 .140 
income -0.041 -0.040 .017 
married 0.41 0.59 .161 

of race changes significantly in the weighted anal- 
ysis for this example, as Figure 1 showed that  the 
weights for nonwhite males were more variable than 
the weights for other race/gender groups. 

The difference in the weighted and unweighted es- 
timates in Table 1 may suggest that  some necessary 
covariates are missing. When the same model used 
in Table 1 is fit only to the nonwhite persons in the 
sample, the coefficients for move5, centcity, and age 
change dramatically, indicating the presence of in- 
teractions between race and these variables. Thus 
the difference in the weighted and unweighted es- 
timates can provide a clue that  different regression 
models may be needed for subclasses of the data. 

A model for predicting R P T P O L  for victims of 
violent crime (where R P T P O L  = 1 if someone re- 
ported the crime to the police, and 0 otherwise) is 
given in Table 2. Positive coefficients are associated 
with higher rates of reporting crime to the police. 
Again, models were basically unchanged with the 
addition of weights, except for the factors involving 
race and age. 

Conc lus ions .  In all models we fit, both those re- 
ported here and those in Liu (1992), few major con- 
clusions about the data would be affected by a de- 
cision to include rather than exclude the weights 
in the analysis. No variables changed sign as a re- 
sult of including weights, and changes in the co- 
efficients were generally less than one (unweighted 
analysis) standard error, except in the case of the 
intercept. The models in this paper represent the 
largest changes in the models that  we found; for 
most models we fit, the coefficients were the same to 
two decimal places for the weighted and unweighted 
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analyses. 
Primary purposes of the weights in the N CVS are 

to compensate for undercoverage and nonresponse, 
and to adjust for sampling variability by adjusting 
estimated population totals from the sample so that 
they agree with independent estimates of popula- 
tion totals. As Kish (1992, p. 186) says: "When 
nonresponses are not high, the differences between 
subclasses tend to be small, and then small differ- 
ences in weights will not have large effects on com- 
bined results." Kish's statement is consistent with 
the results we found for the NCVS, in which the 
nonresponse rate tends to be around 5%. 

Because the NCVS is designed to be self- 
weighting, most units do not have large differences 
in the probabilities of selection. Thus our result 
that use of weights does not have much impact on 
the conclusions from the data analysis does not gen- 
eralize to all other surveys. Not all surveys fol- 
low a self-weighting design: for surveys in which 
strata are sampled at different rates, the probabili- 
ties of including units in the sample will vary from 
stratum to stratum, and it is very possible that 
weighted models would lead to different conclusions 
than unweighted models. Such a situation would 
indicate that different models would be appropriate 
in different strata, and while our preference would 
be to investigate the underlying mechanisms rather 
than automatically using weights, Little (1991) and 
Smith (1988) argue that sampling weights can serve 
as a proxy for missing stratum information. 

We view the use of weighted models as a tool in 
model development: a practically important differ- 
ence in the coefficients between weighted and un- 
weighted models indicates a need for further statis- 
tical investigation. Strong assumptions about the 
data are made when the weight variables are con- 
structed for the NCVS data. One assumption made 
is that nonresponding persons within a weighting 
class can be represented by the responding per- 
sons within that weighting class. These assump- 
tions are (or should be!) acknowledged explicitly 
when the NCVS is used to estimate victimization 
rates; they are not often (but again should be) ac- 
knowledged when methodological models are fit us- 
ing the weights. If possible, we believe it is prefer- 
able to explicitly account for the nonresponse as- 
sumptions and missing covariates directly in the 
model rather than to use weighting variables. If this 
cannot be done, though, and weights are used, we 
believe that the assumptions underlying the weights 
should be emphasized in the analysis, and the re- 
searcher should state that the weights may be ab- 

sorbing some possible interactions in the model. 
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