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INTRODUCTION 

The use of unequal probabilities in 
sampling was first suggested by Hansen 
and Hurwitz (1943). They demonstrated 
that the use of Unequal Probabilities of 
Selection (UPS) frequently made for more 
efficient estimators of population totals 

~ han did equal probability sampling 
Brewer and Hanif, 1983). In the UPS 

category, the Probability Proportional to 
Size (PPS or v v z )  sampling is the best 
known scheme. The size measure can be 
any arbitrary measure that suits the aims 
or the sample design. The size of all 
population units must be known a priori 
in order to use the P PS scheme. 

THE STANDARD PPZ ESTIMATOR 
AND THF~ PROPOSED PPZ 
ESTIMATOR 

Consider a population of N units with 
unit sizes x. i = 1, 2,..., N, and define z. = 

1 ~ l 

N 
xi/x 0 _  where x 0 = ~ x..1 Hence we have 

i= l  
N 

o < z . < l a n d  Y~ Z . = l .  
1 1 

i=1 
Let Yi be the value of the 

characteristic of interest for the i th u n i t .  
N 

Hence, the population total is Y -  $ Yi" 
i= l  

When sampling is with replacement, 
the standard PPZ estimator of Y, using a 
sample of size n, is 

^ n Yi 1 ]~ _ _  
YPPZ -- ~ Z.' 

i = l  l 
^ 

__¥PPZ is unbiased for Y with variance 

^ 1 N Yi 
~] Zi ( _ y ) 2 .  V ( Y p p z ) -  n Z. 

i= l  1 

This estimator of Y assumes that all unit 
sizes remained unchanged from those 
taken from the frame. In practice, for 
various reasons, the unit sizes may 
change; consequently, the set of 
probabilities of selection will change 
accordingly. Hence, by the time of the 
current survey, the old set of probabilities 
(z i, i = 1, 2,...,N) will be outdated and 

therefore YPPZ will be biased for Y. 

The proposed estimation method 
consists of selecting the sample based on 
the original probabilities of selection z 1, 

z2, .... ,z N. After getting the sample, we 

observe the actual sizes, x.* for those 

units in the sample, and compute the 
corresponding updated standardized sizes, 
z*, i = 1, 2,..., n. In calculating z*, we 

N N 
assume that x = ~ x. = ~ x.*. 

O 1 1 
i= l  i= l  

However, if there are grounds to believe 
that the total size has increased or 
decreased by some proportion, then x* 

O 

can be estimated and used in calculating 
the z.*. The proposed estimator for the 

1 

population total Y is 
^ n Yi 

____1 ]~ z*" YPPNZ -- n 
i = l  1 

In the event z.* becomes 0, then the 
l 
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quantity yi/Z* is defined to be 0. Unless 

Zi/Z* - 1, i = 1, 2, .... ,S, this estimator is 

biased with variance: 

^ 1 N N [Yi  Y j ]  2 
= -  ~ ~ z i z  ~ . , -  z*. • V(YpPNZ) n i=l  i<j J ~ j 

In order to compare the two 
estimators under study, their 
performances in terms of bias, variances 
and mean square errors have been 
examined using the Monte Carlo 
simulation technique. 

M E T H O D O L O G Y  A N D  S I M U L A T I O N  

Data from the censuses of as riculture, 
industry, etc..., show that a realistic type 
of distribution for the unit sizes is one 
which is fight hand skewed. We used the 
beta distribution with parameters 1.5 and 
6, which simulates potential real life 
situations. 

Using SAS, we generated ten finite 
populations as random samples of size 
N=100 from an assumed infinite 
superpopulation having a /~e(1.5, 6) 
distribution. For each of these 
populations, the z.'s were computed from 

1 

the sizes (the xi's ). 

We considered three ways to model 
the change of the z.'s to the z.*'s: 

1 1 

MODEL I: This model allows for 
change in all units of the population: 

Z.*l --" Zi + ei, i = I, 2,...N 

where e. ~ N(0, .000001). This variance of 
1 

the errors was chosen considering the size 
of the z values so that the z*'s be within 
a realistic range. 

MODEL II: This model allows for 
change in only a given portion of the 
population: 

Z.*I = Z.I + 7 e i, i = i, 2, ...,N 

where the ei's are as in Model I, and 

7 =  / 1 i fu  < c 

l 0 i f u > c  

where u ~ Un (0, 1) and c specifies the 
proportion of units in the population 
allowed to change. We considered three 
cases; c = 0.1, 0.2, and 0.3. 

MODELIII" This model allows for 
situations of "gone out of business" or 
"moved out", eta,..." 

Z*-I  ~(Z i +  7ei),  i -  1 , 2 , . . . , N  

where ei: is as in Models I and II, 

7: is as in Models II, and 

i fu  > c 0  

where u ~ Un(0, 1) and c o specifies the 

proportion of the "gone out of business" 
situation. We considered a c O of 0.1 

combined with each of the three rates of 
change used in Model II. 

In all three models, we set z.* equal to 
1 

zero whenever it was negative. Overall, 
we examined seven variants of change 
from the z's to the z*'s. 

With respect to the variable of 
interest, y, we used the example of wheat 
production in the State of Oklahoma as a 
framework for our simulation. In our 
infinite superpopulation, we assumed the 
model- 

Yi = ]~ Z* + e., 
I 1 

where: Yi" total for unit i, 

Z*" standardized size of unit i 
1 

/~: regression coefficient, 

ei: e i ~ NID(0, 2 )  and 

independent of the z*. 
1 

In our population, the average size 
measurement is 0.01 which yields, based 
on data from the 1980 - 1989 decade in 
the State of Oklahoma, a ~ equal to 
1,395,000. The errors represent the 
fluctuations in the yield per acre. Their 
standard deviation was set equal to 400 in 
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order to get a yield per acre within two 
bushels 95% of the time based on the 
average size. 

A hundred samples each of size n=10 
were created from each of the ten 
populations. 

ANALYSIS 

For each population, we computed 
and compared: 

^ ^ 

i) YPPZ and YPPNZ from each of the 
hundred samples, 

ii) the mean of the hundred estimates 
from both estimators, 

iii) the biases, (YPPz - Y) and 
^ 

(YPPNZ- Y)' from each sample and 
their respective means over the 
hundred samples, 

iv) the absolute values of the biases, 
v) the estimates of the variances of 

both estimators from each sample, 
^ 

vi) the estimates of V(Yppz) and 
^ 

V(YppNz ) based on the hundred 

samples, 

^ A 

variances of YPPZ and YPPNZ 
from each sample, denoted v and 
v* respectively. This comparison 
shows the number of times where v* 
was smaller than v. 

A 

vi) the estimates of MSE(Yppz) and 
^ 

MSE(YppNz ) based on the hundred 

samples, denoted, respectively, by 
MSEYHZ and MSEYHNZ. 

vii) a comparison of the absolute values 
of the estimated biases. This 
comparison shows the number of 

^ 

times the bias of YPPNZ was smaller 
^ 

than that of YPPZ' denoted by 

BNZ ~ BZ. 
viii) the mean over the hundred samples 

of the absolute value of the 
estimated biases, denoted BZBAR 

and BNZBAR for YPPZ and YPPNZ 
respectively. 

ix) the average over all ten populations 
for those of the above quantities 
where the average has meaning. 

^ MODEL I: Table I summarizes the 
vii) the estimates of MSE(Yppz) and results of this model. 

MSE(YppNz ) based on the hundred 

samples. 

RESULTS AND DISCUSSION 

The results are presented in tables 
which contain the following information: 

i) the population total, Y, (the 
parameter of interest), 

^ 

ii) the mean of the hundred YPPZ 
estimates, denoted YHZBAR, 

^ 

iii) the mean of the hundred ¥ PPNZ 
estimates, denoted YHNZBAR~ 

The mean absolute value of the 
A 

estimated biases of YPPNZ wl~ smaller 
^ 

than that of YPPZ in all ten populations, 

and the average ratio between the two 
was one to two. The absolute value of the 

^ 

estimated bias of ¥PPNZ was smaller 72% 

of the time over all populations. 
However, in terms of means of the 

^ 

hundred estimates, YPPZ yielded better 

estimates of Y in all ten populations, 
though the difference between the two 
estimators was practically insignificant in 

iv) the estimates of the variances of most cases. This can be explained by the 
YPPZ and YPPNZ based on the signs of the deviations from Y canceling 

out to give such a result. 
hundred samples, denoted by VYHZ Based on the hundred samples, 
and VYHNZ respectively, estimates of ^ were smaller than 

v) a comparison of the sample V(YpPNZ) 
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A 

those of V(Yppz) in nine out of the ten 

populations, and on average, the ratio was 
two to five. The same comparison is 
noted with respect to the estimates of the 
mean square errors of the two estimators. 

Also, YPPNZ had smaller sample 

variances 98% of the time over all 
populations. These results, clearly favor 

^ ^ 

YPPNZ over YPPZ a8 estimator of ¥ under 

the conditions of Model I. 

MODEL II" Three variants were 
considered for this model- c = 0.1, c = 
0.2, and c = 0.3. In Table II, we present 
the results for c = 0.3 only. 

YPPNZ had a smaller mean absolute 

value of the estimated bias in eight of the 
ten populations for both the c = 0.1 and c 
= 0.3, and in nine populations at c = 0.2. 
However, the magnitude of the average 
difference between the two estimated 
biases increases with the rate of change in 
the populations. This pattern is also 
observed for the absolute value of the 

^ 

estimated bias of YPPNZ being smaller 
^ 

than that of YPPZ: 37~ of the time at 

c = 0.1, 5?% of the time at c = 0.2 and 
64% at c = 0.3. 

In terms of means of the hundred 
^ 

estimates, YPPZ generally performed 
^ 

better than YPPNZ' yielding a mean closer 

to the parameter in 19 of the 30 
populations. We note that  both means 
are frequently very dose to each other. 

^ 

Estimates of V(YppNz ) are smaller 
^ 

than those of V(Yppz) in eight 

populations at c = 0.1, nine populations 
at c = 0.2 and eight populations at c - 
0.3, and the decrease in variance is large 
in almost all cases. This pattern is also 
true with respect to estimates of 

^ ^ 

MSE(YppNz ) and MSE(Yppz). 
A 

The sample variances of YPPNZ 

^ 

compared better to those of YPPZ at 

higher rates of change. On the average, 
^ 

those of YPPNZ were smaller than those of 
^ 

YPPZ 53~ Of the time at c = 0.1, 76% of 

the time at c = 0.2 and 86% of the time 
at c = 0.3. 

These results indicate that,  under 
conditions of Model II, higher rates of 
change in the population units tend to 

favor YPPNZ over YPPZ' in terms of 

estimated variance and estimated 
absolute bias. 

MODEL III: We considered three cases. 
We set the rate of "gone out of business" 
at 10%, that  is c O = 0.1, combined with 

rates of change in the population of 10%, 
20% and 30%, that  is c = 0.1, 0.2, and 0.3 
respectively. Results for c = 0.3 are 
presented in Table III. 

Looking at the mean absolute values 
of the bias estimates, the comparison is 
less evident in this model than in the first 
two models, especially at the lower rates 
of change where both estimators had very 
close mean absolute bias estimates in 
most cases, roughly yielding equal 
over-all-averages for both estimators. 
However, at the two higher rates of 
change, this criterion seems to favor 

^ 

YPPNZ" This latter gave a smaller mean 

absolute estimates of bias in six 
populations at c = 0.2 and in nine 
populations at c = 0.3 with slightly 
smaller over-all averages than those of 

^ 

YPPZ in both cases. This pat tern is also 

noted for the absolute value of bias per 
^ 

sample: YPPNZ yielded a smaller absolute 

value of bias only 26% of the time at c = 
0.1 but improved to 48% of the time at c 
= 0.2 and c - 0.3. To explain these 
percentages in the light of the comparison 
of the mean absolute biases, we suspect 
that  the difference between the absolute 
biases when the standard estimator has a 
smaller bias is much smaller than when 
the new estimator has a smaller one. 

536 



These comparisons suggest that in 
situations of Model HI, higher rates of 

^ 

change tend to favor YPPNZ in terms of 

bias. However, we notice here that these 
results are even lower than those at the 
same rates of Model II. 

In terms of means of the hundred 
estimates, both estimators performed 

^ 

similarly in all three variants with YPPZ 
having means closer to Y in six of the ten 
populations for each of the three cases. 

At the low rate of change, estimates of 
^ ^ 

V(Yppz) and V(YppNz ) from the hundred 

samples were very much larger than those 
in the two previous models. This 
comparison is also valid for estimates of 

MSE(Yppz) and MSE(YppNz ). At the two 

other rates of change, we still notice very 
large variance estimates for both 
estimators, ranging from 3 to 30 billion, 
with slightly smaller estimates for 

^ 

V(YppNz ) in seven populations with c = 

0.2 and in all populations with c = 0.3. 
^ 

The sample variances of YPPNZ 
^ 

compared better to those of YPPZ at the 

two higher values of change. On the 
^ 

average, those of YPPNZ were smaller 
^ 

than those of YPPz only 38% of the time 

with c -  0.1, and improved to 62% and 
64% of the time with c = 0.2 and c = 0.3 
respectively. 

CONCLUSION 

Under conditions of Model I, the new 
estimator compared very favorably to the 

standard P PZ estimator; it resulted in 
important reductions in the estimates of 
variance and absolute bias. 

Under conditions of Model II, the new 
estimator is shown to be clearly favored 
by higher rates of change in the 
population. At low rates of change, 
around c = 0.1, there is little reason to 
choose between the two estimators. 
However, at higher rates of change, the 
new estimator appears to result in a 
smaller estimated bias and a markedly 
smaller estimated variance. 

Under conditions of Model HI, we 
generally found the same conclusions as in 
Model II, but in this case even higher 
rates of change are required in order for 
the new estimator to achieve better 
results than the standard estimator. 
Even at c = 0.2, the new estimator seems 
not to perform better than the standard 
one. However, at c = 0.3, it showed an 
interesting reduction in the estimates of 
bias and especially in the estimates of 
variance. 

In this study we have considered only 
three rates of change in the population 
units, and only one rate of the going out 
of business type of situation. More rates, 
in both senses, need to be investigated to 
validate our conclusions. 
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