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I. Introduction. 
The Current Population Survey is a household 

survey conducted by the United States Census 
Bureau in cooperation with the Bureau of Labor 
Statistics. It is designed to generate estimates of 
labor force characteristics (such as employed, 
unemployed, and Civilian Labor Force), 
demographic characteristics, and other 
characteristics of the noninstitutionalized civilian 
population. The sample design of the Current 
Population Survey contains a rotation scheme that 
includes the replacement of a fraction of the 
households in the sample each month. 

For any given month, the sample consists of 
eight t i m e -  in --sample panels or rotation groups, 
of which one is being interviewed for the first time, 
one is being interviewed for the second time, ..., 
and one is being interviewed for the eighth time. 
In other words, the interview scheme is balanced on 
time-in--sample. Households in a rotation group 
are interviewed for/~our consecutive months, 
dropped for the next eight succeeding months, and 
then interviewed for another four consecutive 
months. They are then dropped from the sample 
entirely. This system of interviewing is called the 
4---8--4 rotation scheme, and is a special case of the 
scheme described by Rao and Graham (1964). 

The Current Population Survey is a repeated 
survey, the design and analysis of which have 
received considerable attention in the literature. 
Theoretical foundations for the design and 
estimation for repeated surveys were ]aid down by 
Patterson (1950). Least squares procedures were 
considered further by Jones (1980), and Fuller 
(1990). Composite estimation is a procedure of 
estimation which makes use of observations from 
the current Period and the preceding period, and 
the estimator of the previous period. See Rao and 
Graham (1964), and Kumar and Lee (1983). A 
comparison of alternative estimators for the Current 
Population Survey was undertaken by Huang and 
Ernst (1981) and Breau and Ernst (1983). Least 
squares estimation for a fairly general class of 
repeated surveys was considered by Yansaneh 
(1992). 

2. Ba~c Amumptions 
Assume that in each period of the survey, s 

rotation groups are introduced into the sample, 
where s > I is fLxed. For computational 
convenience, the data obtained over p periods can 
be arranged in a pxs data matrix, denoted by 
M ,  in such a way that all of the observations on a 
rotation group appear in a single column. The 
total number of observations is n = ps, where n is 
the number of entries in M. We refer to the 
columns of M as "streams". Assume that: 
I. A given rotation group is observed over a 

period of total length m and the observation 
pattern is fLxed (m = 16 for the Current 
Population Survey). 

2. The columns of M are independent. 
3. The covariance structure of the observations in 

a stream is constant over time, and it is the 
same for all streams. 

The computation of the variances of the 
alternative estimators of current level and change 
are based on the estimated covarlance structure 
constructed by Adam (1992). 

3. Alternative Estimatom of Level and Change 

3.1. ~ The .present .Composite ..Est" .tmator. 
Composite estimators combine the estimators of 

previous periods with data from the current period 
and immediately preceding period to form an 
estimate of the current period. With the Current 
Population Survey, six of the eight rotation groups 
observed at time t were observed at time t -  I . 
Let Yi,t be the estimate of level obtained from the 

rotation group which is in the i--th stream at time 
ts i -- I, -..s s .  The estimator is of the general 
form 

8t,¢ 
| s 

~l,k(i,t)Yi,t + i~1~2,k(i,t)Yi,t--1 
i -1  

A 

+ ~2 0t--l,c ' (1) 

where k(], t) - k defines time-in---sample k as a 
function of (|, t), ~I = 1/8, '~2 = -1/6 ,  ~3 = 1/3, 

÷I = 0.6, ÷2 = I -  ~I - 0 . 4 ,  ÷3 = 0.2, 
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~l,k 
= for  k = 2, 3, 4, 6 .  7, 8 

~;(÷i+÷~) for k =  1,5 

ca2, k -- ÷2)~2 . 

Let p = (Cal,k(1,t), ..., Cal,k(s,t)) , q = (ca2,k(1,t), 

. . . ,  ~2,k(.,t)) , ~ a  Yt = (Yl,t' ""' Y,,t ) " The,,, 

M 

• Yt--I Ot--l" #tsc -- p Yt q" q• q" ~2 (2) 

Substituting in (2) recursively, we have, for an 
estimator initiated at time zero, 

t 
" g - - l (q  + , (3) 
O t , c -  P•Yt "k ~ ~ ~2 p) 7t._f j=l 

M 

Equation (3) is an expression for 0t, c as a linear 

function of current and past observations and, since 
1÷21 < 1 , the weights decline as the distance from 

the current period increases. 

3.2. T h e . ~  L;n.ear U n b ~  E~'unator 
Suppose s streams of data collected over p 

periods are available. Let Y'I = (Yi,I' "'" y" ) . , p •  i 

i i '), b, th° -1, . . . , , ,andlet  Y = ( y , y , . . . , y s  
P 

n x I vector of observations, let # = (01, 02, ..., 
P 

8~-1 '  On)• be the p x 1 vector of parameters of 
8 " -  

interest, let X = Jsxl  ® I be the Kronecker pap  
product of Jsxl ' the s x 1 vector of ones, and 

I the p x p identity matrix. pap  
The linear model with no time--~n-sample 

effects is 

Y = x 0  + (4) 
P P ~p' 

where ¢ is the vector of error terms and we 
P 

assume that E~'¢~ = O. Let V be the 
~ , p O  P 

covar|ance matrix of Y . The best linear 
P 

unbiased estimator of 0 is 
P 

= (x" v - ] x ) - I x  ' v - ~ Y  , (s) 
P P P P 

with covariance matrix ~ = ( X ' V - 1 X )  - I  
P P 

3.3. The Rec_u~ve R e ~ O n  E,t'm~tor 
The recursive regression estimation procedure is 

a computationally efficient method of producing 
minimum variance estimators in repeated surveys. 
Instead of using all the available information in a 
large least squares computation, the recursive 
regression estimation procedure uses a linear 
combination of an appropriate set of initial 
estimates and the new observations at the current 
level to produce the best linear unbiased estimators 
of current level and change. 

At the current time, denoted by c, where 
c ) m, we desire an estimator of 0 , the value of a 

- ¢ 

particular characteristic. We have available: 
1. m best linear unbiased estimators of the 

parameters for the previous m periods, 
A A M • 

0c__l(m) = (Oc_ m, ..-, Oc_ 1) , 

2. the m x m covariance matrix ]~ll,c--l(m) 
A 

3. s observations on the eight streams at the 
current time. 
The s elementary observations can be 

transformed so that they are uncorrelated with 
previous observations. Let the transformed 
observations be 

m 

sic - Y i , c  bk(i,c),jYi,c--j' j=l 

where the b..'s are constructed so that s. is 
Ij lc 

uncorrelated with Yi,c--i__ for all j > 0 .  The 

expected value= of Slc' s2c , ..., s are Oc, 0 -- 

b21~_ 1, ..., o~ - ~ = ~ b  jo _y ~p~t~,~ly. A 
Hnear model in the data available at the current 
time is 
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Z = W0c(m+ 1 + (e) 

where 

Imx m 0 

2 1 Jsx l  

Z 
c 

0c--l(m) 

II 
¢ 

~(m+ I) = (~~' ""' ~--1' ~)' 

, ,  = ( ,  
c lc' s2c' "'" 

and X21 is an s x m matrix whose entries are 

functions of the b , , .  , .'s, which are in turn 
J:tl,c),J 

functions of the autocorrelations. The covariance 
matrix of Z is: 

¢ 

q00 

V = l,c--l(m) 0 , 

c 0 

• 2 2 2 
where Q00 = Var{sc) = Dmg{~l' ~2' ""' "s ) '  

2 
and ~. - v a t ( s i c )  , _  _ i =  1 ,2 , . . . , s .  

1 

The reclrs/ve felts.u/ms e.~dlmator of the vector 
~ ( m + l )  of parameters at time c is 

M • 

0c(m+l) - - ( W  V - I w ) - - I W ' V - I z ' c  c (7) 
A 

The covariance matrix of cL ) O ' m +  1, is 
t 

-x. q a = (  w 
It can be shown that the recursive regression 

estimator of current level 0 t is the best linear 

unbiased estimator of 0 t based on data for periods 

1, 2, ..., t ['Yansaneh (1992), § 4.4]. To update the 
recursive regression estimator for the next period, 

6 

we drop the initial estimate 0t._m from the data 

vector, and drop 0t_ m from the parameter vector. 

The parameter 0t+ 1 is then added to the 

parameter vector. This way, the dimension of the 
estimation problem is kept constant over time. 

It can be proven that the covariance matrix of 
the vector of recursive least squares estimators 
obtained in the recursive regression procedure 
converges to a positive clef'mite matrix as the 
number of periods increases [Yansaneh (1992), 
§ 4.4]. 

S.4. The Order Com te  t tor 
The first order composite estimator is & 

composite estimator of the present composite type, 
constructed to give approximately optimum 
estimates of current level under a first order 
autoregress[ve model. 

The weights to be used in the construction of 
the first order composite estimator of current level 
are the least squares weights constructed using two 
periods of data. The procedure is described in 
Yansaneh (1992), Section 5.5.3. 

4. "Hme-ln---Sample Effects 

A major problem with most periodic surveys is 
the presence of time-~n-earnple effects. This refers 
to the phenomenon by which estimates of current 
level for a given period obtained from different 
rotation groups have different expected values, 
depending on the length of time they have been 
included in the sample. The effects on the 
estimates of current level and change have been 
studied by Bailar (1975) and by Kumar and Lee 
(1983). 

We shall now examine the effect of rotation 
group bias or time-~n--sample effects on the least 
squares estimators of current level and change. The 
least squares procedures described in Section 3 can 
be modified to incorporate time--in--sample effects. 
Our discussion will focus on the 4--8--4 rotation 
scheme, but our procedure can be easily modified 
and applied to any rotation design. 

4.1. Best Linear Unbiased Estimation 
We proceed exactly as in Section 3.2, where we 

used elementary estimators in a linear model to 
produce best linear unbiased estimators. In the 
presence of time--in--sample effects, the components 
of the linear model (4) in Section 3.2 that change 
are the design matrix X and the parameter vector 
0 . 
P 

Suppose r k is the rotation group effect for 

time t associated with the rotation group which is 
in its k---th tlme--in--eample. Then, for each time 
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t ,  we may write the model 

Yk,t = Ot + rk + ¢k,t' (8) 

where Yk,t is Yi,t when k(i, t) = k and the 

covariance structure of the errors ek, t is the same 

as in Section 3.2. With an estimability restriction 
on r k ,  the best linear unbiased estimator of flo 

A -  

= ( "  "'" ; - x '  fi' ""' 'p-i' Op) 
constructed by the usual least squares procedures. 

4.2 .... T h e  Recu r s lve   __gxesm'on. Procedure 
To construct s recursive estimator in the 

presence of time--in--sample effects, we proceed as 
in Section 3.3 with appropriate modifications in the 
design matrix and parameter vector of the 
corresponding linear model. We assume that at 
time t , the following quantities are available: 

M 

l = m + s -  1 initial estimates Pt--l(t) 

A I  ~ #  I 

---- (1"t_l(s_l) ,  t--l(m) ) 

(b) 

(c) 

- ,  _ 
where r t_ .1(s_ . l ) - -  1(t--1), ..., 

A. J M 

~'s_.l(t--1)] and 0t ._l(m ) = [0t_.m(t--1), ..., 
A 

0t_l( t-- l)]  , where 0t_l(m) is the best 

estimator of the vector using data through 
time t -  I . 

A 

the covadance matrix of flt--l(~' 

s independent observations, denoted by s t 

= ( ' i t '  "'" ' , t  )'" 

Then, the estimator of flt(l+l] is constructed as 

in Section 3.3. 
In the recursive procedure, the current estimates 

of the time--~--eample effects are in the data 
vector throughout the iteration process. It 
therefore follows that the variance of each of the 
time--in--samp]e effects will converge to zero as the 
number of periods increases. 

One may be unwilling to assume that the 
time-in--sample effects are constant over a long 
period. One way of permitting the thue-in--eample 
effects to change slowly over time is to do a kind of 
"exponential smoothing" by adjusting the 

covariance matrix of the estimated effects at time 
t ,  used to construct the estimator. One procedure 
is to multiply the covariance matrix of the initial 
estimates of the time--~-eample effects by 8 
constant bigger than one. In this procedure, it k 
important to distinguish between the matrix used 
to define the estimator and the actual covariance 
matrix of the estimators. The calculated matrix 
used to construct the estimator will converge as the 
number of periods increases. Then, the matrix 
def'ming the recuraive regression estimator will also 
converge. In the limit, we can write 

A 

~t(l+l)  = PrZt,y ' (9) 

where Zt, r = (fit--l(/) '  ts') ,and Pr  is the limit 
A 

matrix of coefficients. Since flt(L+l) is a function 

of preceding estimates, one can use the procedure 
outlined in Section 3.1 to calculate the coefficients 
of the observations that define the estimator. 

5. Results and Dh,cuuion 

The variances of the alternative estimation 
procedures relative to the variance of the basic 
estimator of current level, for both characteristics of 
interest, are presented in Table I. We define the 
basic estimator of the current level as the simple 
mean of the elementary estimates obtained from 
the 8 rotation groups at the current period. In 
general, the best linear unbiased procedure becomes 
more statistically efficient as the number of periods 
increases. For both characteristics, the results 
reveal that the best linear unbiased procedure based 
on 24 periods is uniformly more efficient than the 
present composite estimator. The precision of the 
best linear unbiased procedure relative to the 
present composite estimator t'or current level h, 30% 
for the best linear unbiased estimator t'or 24 
periods, and 33% for the recursive regression 
estimator. For unemployed, the corresponding gain 
in precision is about 3% for all the estimators. 
These results are a reflection of the nature of the 
autocorrelation functions of the characteristics. 
The autocorrelation function for unemployed 
declines much faster than that for employed. 

With the exception of one period change in 
employed, there is a substantial improvement in the 
efficiency of the estimation of change from using 
the alternative estimators instead of the present 
composite estimator. The galn in precision 
increases as the interval of change increases, 
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reaching a maximum value at the five--period 
change for both characteristics. The gain then 
decreases sl|ghtly. In the case of the recursive 
regression estimator, the maximum gain in 
estimated change is 64% for employed and 11°~ for 
unemployed. 

The results of the comparison of alternative 
estimators and rotation designs are given in 
Table 2. The performance of the alternative 
estimators of current level, change in level, and 
average level for multiple time periods under the 
intermittent 4---8--4 rotation design and two 
continuous rotation designs are compared. The 
best estimator used in these comparisons is the best 
linear unbiased estimator of current level based on 
36 periods. The efficiency of the 36--period least 
squares estimator is virtually the same as that of 
the recursive regression estimator. The continuous 
rotation designs are the 6 continuous scheme and 
the 8 continuous rotation scheme. The 6 
continuous scheme is the rotation scheme used in 
the Canadian Labor Force Survey conducted by 
Statistics Canada [Kumar and Lee (1983)]. For each 
period of the survey, the sample consists of six 
rotation groups. A given rotation group remains in 
the sample for six consecutive periods and then 
drops out of the sample for good. In the 8 
continuous scheme, there are 8 rotation groups in 
the sample for each period, one rotation group in 
the its f'L~st time in sample, ..., and one rotation 
group in its eighth month in sample. A given 
rotation group remains in the sample for eight 
consecutive periods and then drops out of the 
sample for good. 

For all rotation schemes under consideration, 
there is some improvement in the precision of the 
estimators of current level from using the best 
estimator relative to the present composite 
estimator. As seen in Table 2, the gain is highest 
for employed where, under the 4--8--4 rotation 
scheme, the variance of the best estimator of 
current level is only 92% of that of the present 
composite estimator. The relative precision of the 
best estimators of change relative to the present 
composite estimator depends on the rotation design. 
From Table 1 and 2, we see that under the 4--8--4 
rotation scheme, there is some gain in precision, 
which increases as the interval of change increases. 
For employed, the variance of the best estimator is 
85% of the variance of the present composite 
estimator in estimating one-period change, 61% of 
the variance of the present composite estimator in 
estimating slx--period change, and 96% of the 

variance of the present composite estimator In 
estimating twelve- period change. 

For estimating twelve--period averages, the 
present composite estimator is about 13% less 
efficient than the best estimator and for estimating 
change in twelve-period averages, it is about 53% 
leu efficient. For unemployed, there are only 
modest gains in precision from using the best 
estimator relative to the present composite 
estimator. 

It can be seen by comparing Tables 1 and 3 
that for employed, there is some gain in precision 
for estimation of current level and change from 
using the best estimator under the continuous 
rotation designs instead of the present composite 
estimator. Again, the gains in precision are higher 
for employed. 

For estimation of twelve-period change, 
twelve--period average and change in twelve-period 
averages, the best estimator, under both continuous 
rotation schemes, is less efficient than the present 
composite estimator for both characteristics, as can 
be seen by comparing the last three rows of 
Tables 2 and 3. 

In Table 3, we compare the variances of the first 
order composite estimator for employed and 
unemployed under the various rotation designs. 
Under the ~ rotation scheme, there are modest 
gains in the precision of estimation of current level 
from using the first order composite estimator 
instead of the present composite estimator. The 
gain is 9% for employed and 1% for unemployed. 
However, for employed, the first order composite 
estimator of change under the 4--8--4 rotation 
scheme is clearly superior to the present composite 
estimator. In estimating current level and change 
up to twelve periods for unemployed under the 
4-8---4 rotation scheme, the first order composite 
estimator has roughly the same efficiency as the 
present composite estimator. The results for the 
continuous rotation designs are similar. 

As mentioned in Section 4, in the presence of 
time-in--sample effects, the alternative estimators 
of current level and change are biased relative to 
the mean of the basic estimator. The variances of 
the alternative estimators of current level and 
change over several periods in the presence of 
time--in-sample effects are presented in Table 4 for 
employed and unemployed. In all cases, the sum of 
the t i m e - i n ~ p l e  effects is restricted to be sero. 
That is, the estimator is restricted to have a mean 
equal to the mean of the eight elementary 
estimators. Under this restriction, there is an 
increase in variance of about 10% for current level 
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. _  . .  ~ - . . . . .  _ , ,  , . . . .  = - ~ . . . . . .  , ~ ,  
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l ~  c k u ~  0.4~ 0.,194; 0.4,S4 1.0~1 1.00,1 1.0SI 
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12-pmoci aven4Pt 0.~tl 0.440 0,194 0.~141 0.301 0.~11 

Ck~l~ ia 
l~--.penod avenqga 0.182 0.361 0.401 0.2CI 0.3~1 0.3,51) 

TaMe & Vtriaacm ¢~ the tint order coml.zdte e,nimat~ relat/~ to ~bew~zi~ o~ the 
lum¢ ettinuttoc o(c~,reat le,~l 

. . . . . . . . . . . .  - _ . . . . . . . .  . . . . . . .  - ~  _ 

~ a p ~ e d  Umnp~ored 

. . . . . . . . . . . . . . .  - _ .  . . . .  _ 

cram, ~ t  o.no o.m o.soo o.m= e.m 0.m 
, ~ ~  0.4+= o.,,' o.,~' ,.o~ ,=, ,.~ 

~ a , ~ e  ,.m om ,.,n ,.m ,.m ,.m 

I~-.pmod c h t a ~  0.f~l 1.291 1.341 I.M0 l.TSl 0.774 

12..-p~od aven4e 0..380 0.4,54 O.,XM 0.250 0.301 0.~1 

Cluuqp i~ 
l=--p~od avemfm 0.:~1 0.4~1 0.4~0 0.2t54 0,381 0,~1 

Table 4: Vu4ums ot dtemul~e ~ I1 t ~  prmen~ of t/m~~e effecu% 
~rUusm ~ the buic emuuumx oL cune~ ~ equls me 

. . . . . . . . . . . . .  ~ . ~  . . . . . .  ~ _ . ~ . _ ~ . . _  

~ w  

, , . . . .  - . .  . . . . .  _ . . . . . . . .  : . . . . .  

c~n=, k~/ o.n, o.m oJra o.m 
z ~  ~ o.4m o.m sow z.on 
e-period dmase O.mtt O.ITT l.e~l t.e31 
12-.p~od clumlm 0.914 0.801 l . f ~  1,5r/ 

vt lm e~ the avent~ e~ the e /~ t  e t e ~ t t t 7  en/mato~ 

of employed and virtually no increase for 
unemployed. 

Generally, the effect of including 
time-in---sample effects in the model is to increase 
the variance of the estimators. The increase in 
variance is a function of the type of restriction 
imposed and the length of the period used to 
estimate the time-ln-sample effects. 
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