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ABSTRACT

The Bureau of Labor Statistics provides month-
ly sample-based estimates of employment in non-
agricultural establishments. The source of these da-
ta is the Current Employment Survey (CES), also
known as the 790 survey. Often, however, the CES
estimates are based only on a few samples. This phe-
nomenon reduces the reliability of these estimates,
and generates the need for composite estimation, or
borrow strength from other sources. We have pro-
vided in this paper hierarchical and empirical Bayes
methods to produce such composite estimates. The
methods are applied to the analysis of several data
sets. The composite estimates are found to improve
on the CES estimates most of the time.

Key Words and Phrases: Current Employ-
ment Survey, unemployment insurance administra-
tive records, composite estimates, hierarchical Bayes,
empirical Bayes, metropolitan statistical areas.

1. INTRODUCTION

The Bureau of Labor Statistics (BLS) provides
monthly sample-based estimates of employment,
hours and earnings of workers employed in non-
agricultural establishments. Among these, the main
component is employment, and the BLS provides
monthly all employee (AE) estimates for a number of
industrial divisions like construction, mining, durable
manufacturing, non-durable manufacturing, services,
wholesale trade, retail trade, etc. These figures are
provided for several metropolitan statistical area (M-
SA’s) within every state. Occasionally, these num-
bers are available at finer levels of classification, for
example, industries classified by size, from which the
aggregate figures are easy to obtain, The source of
these data is the Current Employment Survey (CES),
also known as the 790 survey. These employment fig-
ures can be checked against the employment counts
obtained once a year from the Unemployment Insur-
ance (UI) administrative records (the ES-202-data),
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since typically the latter come closer to the truth.

Sensible procedures for finding the CES estimates
are given in Madow (1981), Royall (1981) or West
(1984). Often, however, the CES estimates are based
only on a few samples. This phenomenon reduces the
reliability of the estimates, and generates the need for
composite estimation, or "borrow strength" from the
other sources. The current practice is to assume that
employment counts are known at the base month,
say month zero, so that it suffices to estimate the
"links," a link being the ratio of all employee counts
in a particular month to the corresponding figure in
the previous month. Our target is therefore, to obtain
on a monthly basis, composite estimates of the links
for different industrial divisions and different MSA’s
within the states.

For finding the composite link for a particular
month, the current practice adapted by the states is
to take the CES estimate of the link as well as the
average of the links for the same month from the pre-
vious year or previous three years’ Ul data. Then an
ad hoc weighted average of the CES link and the av-
erage Ul link is taken subject to the constraint that
for at least 75% of state-wide- basic-cell employment
estimates (i.e., establishments within industrial di-
visions) the CES links receive at least 85% weight.
Barring this constraint, each state has the freedom
to choose its own weights, which may change arbi-
trarily from one month to the next as well as for the
different MSA’s and different industrial divisions.

Clearly, the above method lacks any scientific ratio-
nale, and depends solely on experts’ opinion to assess
the weights. Needless to say that there are situations
where such an assessment by experienced individuals
may lead to composite links which are much clos-
er to truth than the raw CES links. In the absence
of such an expert guess, however, these estimates are
bound to be in error, and the BLS has felt the need to
formalize a procedure which provides adaptive com-
posite links, or those where the choice of weights is



dictated by the data at hand based on some valid
statistical method.

In section 2 of this article, we have introduced hier-
archical Bayes (HB) and empirical Bayes (EB) proce-
dures which meet this need. Each method produces
composite estimates of links which are weighted av-
erages of the CES links, and certain regression esti-
mates. For a given month and a given industrial di-
vision, the proposed composite estimate for a certain
MSA borrows strength from other MSA's in the state.
‘We have derived these estimators, and the associated
standard errors based on a slight generalization of the
work of Lindley and Smith (1972), Morris (1981) or
Ghosh (1989).

We have applied the methods of Section 2 to sev-
eral actual data sets. One such analysis is presented
in Section 3. The link data pertain to the "manufac-
turing” industry for six metropolitan statistical ar-
eas (MSA’s) namely (1) Charlottesville, {2) Danville,
(3) Lynchburg, (4) Norfolk-Virginia Beach-Newport
News, (5) Richmond-Petersburg, and (6) Roanoke in
the state of Virginia. The estimates are compared
with the corresponding Ul estimates, since typically
the latter come much closer to the truth. It turns
out that the HB and the EB estimates are almost al-
ways closer to the Ul estimates than the correspond-
ing CES estimates. The ad hoc estimates may occa-
sionally come closer to the truth than the HB or the
EB estimates but fail miserably on other occasions,
and definitely perform worse than the HB and the
EB estimates on an average. Also, we reiterate that
experts’ guess to find adjusted CES estimates is more
art than science, and our method should have a more
universal appeal than any ad hoc adjustment scheme.

2. HB AND EB ESTIMATION

‘We fix a month, say k, and also an industry, say i.
Let Z;; denote the AE total for the ith industry in
month k in the MSA j based on the CES data. Define
Yoy = Zri/Zr-1,5 (j = 1,...,m), when m denotes the
number of MSA’s. Also, let uéu-j denote the Ul figure
for the ith industry in month k for the jth MSA [ years
previous to the current year; ! = 1,...,p (I=1 refer-
ring to the previous year). Define z}, = 14/ Y-
Since the month and the industry are held fixed, we
shall omit the suffixes k and i from now on. Define
YJ' = (Y{’ ey Y;n)r’ ij = (xl’ "’ZP)T, .7 = la oy M. Al-
so, let 6; denote the true AE link for the jth MSA.
The following hierarchical model is used:

I ¥,..Y%,,5| 6,..,0m,8,0% 7 are mutually in-
dependent with ¥ ~ N(6;,0%) and S ~ o%32;
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1L. 61,..,0m,| B,0% 7 are mutually independent
with 6; | N(x]8, 7);

III. Marginally, 3,02, and 72 are mutually inde-
pendent with 8 ~ unif orm(RP), o? has pdf f(0?) x
(02)—11(0,00)(02)a 72 has pdff(7'2) x (02)—11(0,00)(72)a
where 1 denote the usual indicator function.

The random variable S is usually taken as
Tores i I;l —Y)?, where ¥, ., Y denote the CES
links for the MSA j based on years 1,...,n respective-
ly in the past (year 1 referring to the previous year),
and ¥ = 3 ., }f/n, 7 =1,..,m In our actual ap-
plications, n is small, say 2 or 3. The present model
works well when for a given industrial division and a
fixed month, the variability is similar among the CES
links of the different MSA’s over a certain number of
years. The model remains unaffected even if there is
considerable variation among the links over differen-
t months and different industrial divisions. However,
in the event of sudden changes (e.g., oil crisis, crisis in
the automobile industry, etc.) which may affect the
AE links of a certain industry within a bigger indus-
trial division, one may need a change in the present
model.

Our objective is to find E(6; | y,s) and V/3(4; |
¥, 8). The present HB analysis provides a more de-
tailed information about the posterior distribution of
8 from which the posterior means and s.d.’s can be
calculated.

Before, stating the theorem, we need to introduce
a few notations. Write 6§ = (6y,..,0,)T, XT
(%1yesTm), Pr X(XTX)"1XT, assuming rank
(X) = p. Also, let 0> = R and 7 = (AR)™},
B = A/(1+ A). Also, Z denotes Gamma(a, 7) vari-
able. Then the following theorem can be proved.

THEOREM 1. Consider the hierarchical model
given in (I)-(III) with m > p+ 4. Then,

() 6| R=rB=bY=y8=s~ N[(1-by+
bP.y, r (1 — b)Im + bF,)];

G) R | B b Y w5 = s
Gamma[(0.5(byT(I;m — Pr)y+s),0.5(m+v — p—2)];

~

(i) B| Y = y8 = s has pdf f(b | y8)
om=r=49/2(1 + byT(Iny — Pu)y/s)™ ™72/ 10 1 (b);



(iv) E(6 | y,8) = [1 - E(B | y)]ly+ E(B | ¥) Pzv;

(v) V(6| y8)= V(B|y8)Im— Pr)yy"(Im— Fs)
+is + yT(Im — P)y}(m+v —p— 4)7(1 - E(B |
,8))Im+ E(B | y, 8) P2}

In Morris (1981), the model given in (I) - (III) was
considered, with the exception of known 02, so that
no prior distribution needed to be assigned to 2. Ac-
cordingly, the posterior distribution of B given Y=y
and S=s was different from what is given here.

In an EB formulation, we assume (I) and (II) of
the model, but not (III). First, we find the posterior
distribution of ¢ under (I) and (II) as

6]y s~ NI(L-by+bXB,0%1 - HIn) (1)

Since, marginally Y ~ N(Xg,(0? + )I,) i.e.,
N(XB,(0*b711,,) using the method of maximum like-
lihood, g is estimated by 8 = (XTX)1XTY and
(02671~ = bo~? is estimated by (m — rank(X) —
2)/(Y(In— P)Y) = (m - p—-2)/(Y'(I - P,)Y).
Finally, o2 is estimated by S/(v + 2). Accordingly,
one estimates b by

b= min1,(S/(v +2))(m - p—2)/(Y*(I - F2) Y)&)

The EB estimator of 6 is thus

0% = (1 - b)y+ bP,y. (3)
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The MSE matrix associated with 658 is (S/(v +
2))(1—b)I,, which is typically an underestimate. This
is because the EB procedure as opposed to the HB
procedure, does not incorporate the uncertainty due
to estimation of in computing the MSE matrix.

3. DATA ANALYSIS

We consider the six MSA’s labeled (1) - (6) (in
the introduction) within the state of Virginia. Also,
the months January through December are coded as
1,..,12. Denote by e;CEs, e;,w, ,e;HBe;EB, ef-,VA the
CES estimate, the Ul estimate, HB estimate, EB es-
timate, and the adjusted Virginia estimate for the jth
MSA and the kth month respectively. The standard
errors associated with the HB and EB estimators are
denoted 3;,1{13 ’s and s;" gp's respectively. The numbers
are provided for all six MSA’s and all the 12 month-
s. In our formulas for the HB and EB estimators
derived in Section 2, we have chosen n=2 and p=1,
that is we have used previous two years’ CES data
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from each MSA to estimate S and only the previous
year’s Ul estimate in the regression model. We have
also tried larger values of n and p. But the resulting
estimates have, in general, drifted further away from
the UJ estimates than the (2,1) combination of (n,p).

Table 1 provides all the estimates as well as the
standard errors associated with the HB and the EB
estimates for the manufacturing industry in Virgini-
a. The HB and the EB estimates are clearly superior
to the CES estimates for nearly every month, but the
dominance, holds for most of the months in all the M-
SA’s. We have prepared Table 2 showing the average
(over the eight MSA’s) MSE’s (the Ul figures being
treated as truth) of the CES, HB, EB and the adjust-
ed Virginia estimates for each of the 12 months. The
HB and the EB estimates perform better than the
CES estimates nearly all the time, and better than
the adjusted Virginia estimates on most of the occa-
sions. A further average over all the 12 months pro-
vides an overall average MSE of .00015559 for the HB
estimates, .00016457 for the EB estimates, .00016927
for the adjusted Virginia estimates and .00017857 for
the CES estimates. Thus the HB estimates achieve
an overall MSE reduction of 5.46in comparison with
the adjusted Virginia estimates, and 12.87comparison
with the CES estimates.

A similar phenomenon occurs when one computes
the average (over the MSA’s) mean relative errors
(MRE's) for different months. For the HB estimate,
the MRE is defined by | UI-HB | / | UI |. Similarly
MRE'’s for EB and CES estimates are defined. Once
again, the HB and the EB estimates have a clear-cut
superiority over the CES as well as the adjusted Vir-
ginia estimates on most of the occasions. With the
exception of months 5,6, and 10, the HB or the EB
estimates have usually smaller MRE than the corre-
sponding CES estimates, although in months 6 and
10, the HB estimates are only slightly inferior to the
adjusted Virginia estimates. The HB and the EB es-
timates have improved MRE’s over the adjusted Vir-
ginia estimate only half the time, but in this respect,
on an average, the HB estimates improve on the ad-
justed Virginia estimates by 12.49Virginia estimates
by 10.39
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Table 1. Showing the Different Estmates and the Standard Erxrors for

the HB and EB Estimates

ck ek ck ek sk c]f sk

j.ur jcEs F.VA jmB j.HB jEB j.EB
0.98889 0.98802 1.00000 0.99038 .0075329  0.99208 0045661
0.98817 0.98655 0.99401 0.98892 .0074930 0.99062 .0045013
0.99138 0.99574 0.99149 0.99427 0076628 0.99322 .0049304
0.97959 0.99958 1.02242 0.99723 0074061 0.99554 0043681
0.99208 0.99287 0.98113 0.99261 0074737 0.99243 .0047519
0.99000 0.99641 0.95122 0.99575 0079810 0.99528 .0054595
1.00000 0.98616 0.98864 0.99100 0.012819 0.99691 0052127
0.99401 0.99176 1.00000 0.99256 0.014212 0.99354 0097163
0.99565 1.00300 1.00000 1.00078 0.012906  0.99807 0064121
1.00595 0.99620 1.00292 0.99614 0.012497 0.99606 0053917
1.00319 1.00338 1.00160 0.99985 0.012859  0.99555 0059185
0.99495 0.99935 0.98462 0.99951 0.014176 0.99972 0096597
0.97753 0.96330 0.97701 0.96512 0.047692 0.96710 0.038856
0.98193 0.97266 0.98193 0.98118 0.038312 0.99042 0.016924
1.00873 1.00680 1.00429 0.99829 0.038269  0.98905 0.016782
0.99408 0.99871 0.99708 0.99798 0.039411  0.99719 0.021220
1.00159 1.00234 1.00000 0.99693 0.038156 0.99105 0.017084
1.00508 0.99050 1.00521 0.99482 0.040425  0.99950 0.023660
1.01149 0.99479 1.02353 0.99500 0.045722  0.99521 0.039343
1.00000 0.95914 1.00613 1.00037 0.036634 1.00161 0.020615
1.00433 0.99968 0.99573 1.00020 0.035467 1.00072 0.017307
1.00446 1.00103 1.01170 1.00C77 0.035303  1.000s0 0.016798
0.99682 1.00060 1.00160 1.00072 0.035576  1.00084 0.017641
0.98485 1.00438 0.98964 1.00255 0.035481  1.00072 0.017307
0.98864 0.99456 0.98851 0.99765 0093424  0.99935 .0059787
1.01227 1.01089 1.01829 1.00770 .0094039 1.00595 .0060360
0.99569 0.99992 0.99571 1.00064 .0086828 1.00103 0054617
1.00741 1.00434 1.00867 1.00318 0086492 1.00254 .0053850
1.00319 0.99453 0.99201 0.99668 0092268 0.99786 0060060
1.00000 1.00386 1.00524 1.00225 0095177  1.00137 0064343
1.00000 0.99%16 1.01163 1.00295 0.020253 1.00734 0.014064
0.59394 0.99550 1.00000 0.99860 0.020809  1.00173 0.015326
1.00866 1.005%0 1.00862 1.00566 0.017695  1.00537 0.008068
1.01471 1.01141 1.01146 1.00822 0.017637 1.00453 0.007516
1.00954 0.99911 1.00000 1.000150 0.017650 1.00427 0.007721
1.00513 1.01672 1.01042 1.01127 0.017863 1.00495 0.007561
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Table 1. Showing the Different Estimates and the Standard Errors for

the HB and EB Estmares (cont'd)

ck ck ck ck Sk CF Sk

jut j.ces jva jomB jHB jEB jEB
0.68851 0.97914 0.97701 0.98295 0.017019  Q.98798 0.007708
0.99390 1.00789 1.01796 1.00317 0.017167 0.99694 0.007861
1.00000 0.97550 0.97863 0.97907 0.017951  0.98379 0.010321
0.99565 0.99839 0.99858 0.99827 0.017104  0.99811 0.008512
0.99213 0.99513 1.00000 0.99811 0.018285  1.00205 0.011224
1.00510 0.99782 0.98969 0.99229 0.017839 0.98499 0.009482
1.03488 1.01894 1.00000 1.01544 0.017329 1.01696 0070734
1.00000 0.99711 1.00000 0.99582 0.017489  0.99865 0071573
1.00858 1.00455 1.00000 1.00379 0.016855 1.00412 0070764
0.99709 0.99031 0.99291 0.99036 0.016820  0.99034 0070739
1.01270 1.00654 1.00805 1.00613 0.016881  1.00631 0070861
1.00508 0.94354 0.96875 0.94544 0.017689  0.94462 0072396
1.01124 1.00507 1.00000 1.00620 0.030198  1.00566 0.010106
1.04908 1.06204 1.04118 1.06119 0.031144  1.06159 0.010272
1.00851 1.01012 1.00437 1.01115 0.030152  1.01066 0.010099
0.99416 0.95295 0.99429 0.99494 0.030301  0.99400 0.010110
1.00157 1.00347 0.99840 1.00496 0.030192  1.00426 0.010100
1.01010 1.07412 1.05376 1.06934 0.030935 1.07159 0.010123
1.00000 0.99507 1.01176 0.957438 0094706  1.00055 .0063728
0.98830 0.99262 0.99435 0.99521 0095088  0.99850 0064122
1.00844 1.00414 1.00435 1.00204 .0082939  0.99937 0034236
1.00147 1.00065 0.99282 1.00019 0081595  0.99961 .0033306
1.00000 1.00211 1.00480 1.00087 .0082552  0.99929 0035404
0.99500 1.00260 0.99490 1.00140 0083229  0.99987 0037662
1.00000 1.01921 1.00000 1.014389 0.010286 1.01479 0062931
1.00000 1.00113 1.00000 1.00072 0.009340  1.00071 0060664
1.00000 0.99562 1.00433 0.95484 0.010572  0.99432 0068835
0.99853 0.99524 0.99855 0.99821 0.009785  0.99828 0061669
1.00469 0.99858 1.00159 0.99980 0.009362  0.99983 .0060496
1.00000 0.99840 0.98462 0.99971 0.009375  0.99975 0060528
1.00000 1.00514 1.01163 1.00124 0.010809  0.99828 0061852
0.58817 0.98580 0.98864 0.98627 0.011895  0.98662 .0083313
1.00418 0.99535 0.99138 0.99372 0.010712 0.99248 0064956
0.99266 0.99280 0.98986 0.99384 0.010485  0.99463 0061852
1.00623 1.00155 1.00000 1.00095 0.011477  1.00049 0077347
1.00000 0.98385 0.98438 0.98847 0.010949  0.99199 0061852
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