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I calculate survey weights for a l i v ing .  Part of 
my job is answering peoples' questions about the 
weights. Therefore, I'm grateful  to Stephanie 
Shipp for giving me the opportunity to review these 
very relevant papers about survey weights. As a 
test of the i r  relevance, I 've  taken out my List of 
the most common questions I'm asked about survey 
weights. Let 's see how welt these papers answer my 
questions. 

By far the most common question I get is:  

QUESTION 1: WHEN ARE THE (Explet ive Deleted) 
WEIGHTS GOING TO BE READY? 

Stephanie asks me th is  at least once a month. 
I ' l l  pass over th is  question quickly since i t  is 

only of local in terest .  I t  does, however, point 
out the value of simple weighting methods. The 
next most common question is something l ike:  

QUESTION 2: I'VE HEARD THAT YOU DON'T EVER NEED TO 
USE SURVEY WEIGHTS IF YOU (choose one): 

(a) USE A SUPERPOPULATION APPROACH; 
(b) ARE LOOKING AT RELATIONSHIPS OF VARIABLES; 
(c) ARE USING A MODEL-BASED APPROACH. 
Based on the five papers in our session, these 

are not sufficient criteria for ignoring weights. 
Three of the papers (Graubard and Korn, Bloom and 
Idson, and Kott) consider regression models using 
some version of the §uperpopulation approach, and 
each concludes that under some circumstances, 
survey weights should be used. lannacchione, 
MiLne, and FoLsom assume weights will be used. 
Cohen and Spencer propose a procedure which always 
uses the survey weights, although it Lets the data 
"decide" how much impact the weights will have. 

QUESTION 3: THEN WHEN SHOULD YOU DO AN UNWEIGHTED 
ANALYSIS? 

The three papers which consider doing an 
unweighted super-population regression analysis 
each give two answers, one theoretical and one 
practical. 

The theoretical answers are similar: 
(a) when there are "no missing regressors" (Kott) 
(b) when the model is "correctly specified" 
(B Loom and I dson) 
(c) when the weighted and unweighted estimates 
"are estimating the same population quant i ty"  
(Graubard and Korn). 
Here "co r rec t l y  speci f ied" means not only that 

the variables in the model are cor rec t ly  
transformed and represented, but that the e r r o r  
term represents  purely random e r r o r  uncorrelated 
with any missing regressors .  

Fortunately, the authors do not encourage 
analysts to simply assert the i r  model is cor rec t ly  
specif ied. Instead, fol lowing DuMouchel and Duncan 
(1983) these three papers suggest test ing the nul l  
hypothesis that the model is cor rec t ly  specif ied. 
I f  the hypothesis is accepted, then proceed as 
though the nul l  hypothesis is established to be 
true. Assuming the nul l  hypothesis is exactly 
t r ue ,  no weights are needed. 

This is fa l lac ious.  Fai l ing to reject the nul l  
hypothesis does not necessari ly prove i t  is true, 
or even Likely (or probable) to be true. Indeed 

for Large human populations, i t  is hard to imagine 
that any model w i l l  be per fec t ly  specif ied. Kott 
recognizes th is  by recommending a signi f icance 
level "considerably" higher than the standard 0.1 
or 0.05, because of a concern for robustness. 

This rea l ty  i sn ' t  a hypothesis test ing problem. 
A more logical c r i t e r i on  is that weights should not 
be used when they cause an increase in variance 
which exceeds the bias reduction, i . e . ,  when the 
weighted estimate has grea te r  MSE than the 
unweighted. Cohen and Spencer use th is  c r i t e r i on .  
Indeed, they go fur ther  and develop an estimator 
with lower MSE than ei ther the regular weighted or 
unweighted estimators. 

Prac t i ca l l y  speaking, though, the DuMouchel- 
Duncan test may be a reasonable procedure according 
to the MSE c r i t e r i on .  Thinking of i t  as a t - t es t ,  
the numerator is a measure of the bias reduction 
from using weights. The denominator tends to be 
large when the weighted estimator has a high 
variance. Thus (roughly speaking) the larger the 
bias reduction conN~ared to the variance, the larger 
the test s t a t i s t i c .  The problem is where the 
cutof f  should be. (Judging from the sinHote exan~ole 
of estimating the superpoputation mean when there 
are two strata with d i f fe ren t  san~)ling rates, 
Kot t 's  advice seems good. A sin~le der ivat ion 
shows that the weighted estimator in th is  simple 
example has the better MSE when the dif ference in 
stratum means exceeds the standard deviat ion of the 
estimated di f ference. This corresponds to a " t -  
ra t io "  of one, or a two-sided signi f icance Level of 
about 0.32). 

ALL th is  assumes that there is one survey and one 
analysis and no need to t i e  the numbers in the 
analysis to o f f i c i a l  benchmarks or population 
controls.  Are we rea l ty  to use weighted results 
for some parts of a repo r t  and unweighted results 
for others? Do we run a stepwise regression with 
weights and then drop the weights once the model 
f i t s  well? More important, how do we compare and 
consolidate unweighted estimates from d i f fe ren t  
surveys whose sanN~te designs af fect  the results 
d i f fe ren t l y?  For multipurpose surveys, the 
simplest pot icy is to always use weighted 
est imates, as tong as they have adequate p r e c i s i  on. 
When weights cause unacceptably high variance, i t  
may be better to omit them, but the best answer 
probably is to truncate or shrink the weights 
rather than drop them entirely. 

Bloom and Idson try to get around these concerns 
by insisting on a single empirical conclusion on 
the importance of weights for an entire set of 
related analyses from different surveys. Looking 
at their results, it seems to me that their blanket 
conclusion that the weights are "unimportant" 
ignores some fairly important changes in magnitude 
for a few parameter estimates. (Several of these 
are not "close enough for government work." Even 
we professional weighters don't expect unweighted 
analyses to very often get the wrong sign for an 
important regression coefficient.) Since the 
weights have little effect on the authors' standard 
errors, their data show that they would be better 
off using weighted estimates throughout their 
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analysis to avoid these scattered instances of 
biased estimates. 

For the papers in our session, the issue of 
whether or not to use weights comes back to a 
variance/bias t radeof f .  There is, therefore, no 
single answer for a l l  circumstances. A person's 
general posi t ion Mi l l  be determined by the 
circumstances he/she most often encounters. My 
recommendation is based on dealing with mult ip le-  
purpose surveys which w i l l  often be compared with 
other data sources: 

(a) I f  you can l ive with the variance, or i f  
dropping the weights doesn't reduce the variance 
enough to help, use the weights. 
(b) Otherwise shrink, truncate, or t r im the 
weights i f  you can f igure out a reasonable 
compromise solut ion.  
(c) I f  not (a) and not (b), then you could use 
the DuNouchel-Duncan test with a signi f icance 
level of 0.32. 

QUESTION 4: WHAT ABOUT THE CLAIM THAT WEIGHTS 
SHOULD BE USED FOR "DESCRIPTION," BUT NOT FOR 
"ANALYSIS"? 

There are more fundamentally anti-weight views 
than our f ive  papers represent. DuMouchel and 
Duncan (1983) give a very sensible statement of one 
posi t ion.  They note that weights may be needed 
when estimating the parameters of poorly specif ied 
superpopulation models. However, they present the 
posi t ion that an analyst should never stop with a 
poorly specif ied model, but should continue to add 
variables to the model un t i l  weights no longer 
af fect  the parameter estimates s i gn i f i can t l y .  

Even an ardent aeighter l ike me can't  get too 
upset about a pol icy which would never deviate 
" s i g n i f i c a n t l y "  from the weighted estimates, but I 
don't think th is  is a reasonable pol icy.  For large 
samples, where small ef fects are s ign i f i can t ,  the 
pol icy would often require analysts to add many 
minor variables to the model. Lett ing weights do 
the " f ine  tuning" would permit a more parsimonious 
model. The focus on specifying the model to 
el iminate the ef fect  of weights may d is t rac t  the 
analyst from other kinds of misspeci f icat ion. 
Perhaps a more l i ke l y  outcome is that analysts w i l t  
not bother saturat ing the i r  model s u f f i c i e n t l y  to 
el iminate a l l  the biases due to the sample design, 
but w i l t  s t i l t  ignore the weights. 

Pfeffermann and Smith (1985) show that for some 
simple weighting schemes, a careful modif icat ion of 
the regression model can take the sample design 
(plus nonresponse, frame problems, e tc . )  into 
account without e x p l i c i t l y  using weights. This 
requires considerable thought on the analyst 's  
part,  and may not be a pract ical  replacement for 
the many stages of weighting used on most large 
household surveys. However, the i r  approach could 
be advantageous when the main feature of the design 
is heavy oversampling of a few ana ly t i ca l l y  
relevant s t ra ta .  L i t t l e  and Rubin (1987) discuss a 
var ie ty  of these techniques. 

I have no quarrel with these modelling methods 
for speci f ic  analyses for which the models apply. 
The problem is that the existence of such methods 
has started the rumor that "weights aren' t  needed 
for analys is , "  which as i t  spreads becomes 
understood as "discard the weights and run the data 
through your favor i te  s t a t i s t i c a l  package." That 
i sn ' t  what these papers imply. 

Hoem (1989) makes arguments s imi lar  to the above, 
and also suggests a more extreme "no weighting" 

perspective. The sample may be viewed as a study 
population unto i t s e l f  without reference to any 
larger population (e i ther  f i n i t e  or super-). Then 
the relat ionships in the data may be analyzed (or 
described) based on a model which requires no 
sampling weights. The point is that people can do 
useful research without a nat iona l ly  representative 
sample. The problem is that the a l ternat ive  to a 
nat iona l ly  representative sample should be a well- 
defined study population. A household survey 
sample, analyzed without i t s  weights, is a 
heterogenous and i l l - de f i ned  study group. This 
makes s c i e n t i f i c  inferences d i f f i c u l t  to 
generalize. Especial ly i t  would be hard to con~are 
resul ts from di ferent  surveys which have d i f fe ren t  
but also i l l - de f i ned ,  study groups. 

These more fundamentally ant i-weight arguments 
are asserted to apply to "ana lys is ; "  weights are to 
be used when the purpose is "descr ip t ion . "  

I think i t  is an unfortunate dichotomy between 
"analysis" which need not be based on accurate 
descr ipt ion, and "descr ipt ion" which has no need 
for analyt ic  value. Also, the terms are not used 
consistent ly .  Pfeffermann and Smith (1985) use 
"descr ipt ion" only for f i n i t e  population 
estimation, while Cohen and Spencer seem to include 
superpopulation estimates without a cor rec t ly  
specif ied model. 

QUESTION 5: WHERE DID YOU GET YOUR RULES FOR 
"COLLAPSING" OR TRUNCATING WEIGHTS? 

Household survey weights are usual ly truncated 
(or weighting classes are "col lapsed") when they 
get too large, in hopes of approximating optimal 
MSE for the most important survey character is t ics .  
This p a r t i a l l y  addresses the objections to using 
weights. Typical truncation rules have l i t t l e  
systematic theory behind them. Although in i t s  
ear ly stages, the work of Cohen and Spencer is a 
step in th is  d i rec t ion.  They c i te  an impressive 
advantage of the i r  method over those of Stokes 
(1990) and others, but that debate w i l l  continue. 

QUESTION 6: HOW PROMISING IS THE METHOD OF 
WEIGHTING FOR NONRESPONSE BY USING LOGISTIC 
REGRESSION TO ESTIMATE RESPONSE PROPENSITY? 

The household survey weighting community has been 
buzzing about the idea of deriving noninterview 
weights from a log is t i c  regression model for the 
p robab i l i t y  of nonresponse, at least since i ts  
mention in L i t t l e  (1986). Of a l l  the ideas in th is 
session, i t  may be the most l i ke l y  to have a 
fundamental near- term ef fect  on how survey 
organizations calculate the i r  weights. 

Iannacchione, Milne, and Folsom use th is  method 
to adjust for uni t  nonresponse in a fol low-up 
survey of so ld iers '  spouses. Besides applying the 
method, the authors give a clear demonstration that 
i t  preserves certain weighted marginal to ta ls  from 
the f u l l  sample. In th is  respect i t  is s imi lar  to 
an a l ternat ive "raking" method. My suspicion is 
that the two methods give s imi lar  resul ts.  
However, the log is t i c  regression method does a 
better job of incorporating continuous explanatory 
variables, and seems to be easier to use. 

The paper also introduces an informative 
"Receiver Operating Character is t ic"  curve method, 
borrowed from another f i e l d ,  for test ing the 
signi f icance of a two-stage nonresponse adjustment 
when the stages are not independent. The test is 
overk i l l  for the i r  survey, but the authors make 
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good use of the ROC curve to describe di f ferences 
between m i l i t a r y  paygrades. 

The authors' app l icat ion of the l og i s t i c  
regression method is sound. The weights depend on 
the choice of var iables for  the model, but so do 
weights in the t r ad i t i ona l  weighting class method. 
In the hands of s k i l l e d  and careful model bui lders,  
reducing the problem to a fami l i a r  regression model 
se lect ion task may reduce the a rb i t ra r iness  of th is  
model dependency. I can see only two concerns: 

(a) The paper does not mention any check to be 
sure that the model does not lead to very large 
weights for  a few cases, which could increase the 
variance excessively.  
(b) There is some danger in having "completeness 
of the last  sect ion of the Soldier Questionnaire" 
be the primary pred ic tor  of the p robab i l i t y  that 
a so ld ier  w i l t  provide h is /her  spouse's address. 
This may have the e f fec t  of giv ing higher weight 
to respondents who give erroneous data. This may 
s t i l t  be a good idea, but the data need to be 
well edited. 
I wish the paper had said more about the general 

merits of the method, compared to t r ad i t i ona l  
methods. There are several theoret ica l  grounds for  
using the method, and I ' d  l i ke  to know which they 
would choose. 

The Spouse Survey is an atypical  s i t ua t ion  
because somany explanatory var iables are avai lable 
for  a spouse whose so ld ier  has responded. The 
method is p a r t i c u l a r l y  a t t r ac t i ve  in th is  
s i t ua t i on .  Logis t ic  regression lets the authors 
use as many var iables as they want; the regular 
weighting class method would have constrained the 
number of var iables they could use. 

The regression method is less essential for  
surveys which have few explanatory var iables for  
nonrespondents, or which have higher response 
rates. Indeed, the authors do not use the method 
to adjust for  i n i t i a l  nonresponse by the so ld iers .  
Even in th is  more typ ica l  case, I see potent ia l  
advantages of the l o g i s t i c  regression method: 

(a) In many appl icat ions,  the weights would vary 
tess than weights from the weighting class method 
with a large number of ce l ts .  
(b) Once the model has been f i t ,  the weights are 
easier to calculate than the t r ad i t i ona l  method 
which requires col lapsing of weighting classes. 
However, for  ongoing surveys, there is an issue 
of how often the model needs to be re-estimated. 
The main prac t ica l  drawback of the regression 

method is the careful  data analysis needed to 
derive the model. This may r i va l  the e f f o r t  
expended to analyze the weighted data. Given th is  
level of e f f o r t ,  i t  may become a t t r ac t i ve  to 
analyze the response mechanism j o i n t l y  with the 
main survey var iab les.  

QUESTION 7: IF YOU USE WEIGHTED DATA, DON'T YOU 
NEED SPECIAL FORMULAS TO ESTIMATE THE VARIANCE? 

A common misperception is that i f  you ignored the 
weights, you could analyze survey data as a simple 
random sample. Unfortunately,  the e f fec t  of the 
sample design has to be taken into account with or 
without the weights. This is recognized in a l l  
these papers. 

The Graubard and Korn paper which was presented 
here is part of a larger and very substant ia l  
paper, dealing with methods for  incorporat ing a 
complex sample design into a superpoputation 
regression analysis.  The paper includes an 
i l luminat ing  discussion of a l te rna t i ve  methods for 

testing hypotheses about the regression 
coefficients. The authors investigate asymptotic 
and f in i te-sample s ign i f icance levels and power 
with a welt chosen set of simulated normally 
d i s t r i bu ted  data. The discussion gives i n t u i t i v e  
reasons for  many of the simulat ion resu l ts .  

Graubard and Korn give some useful ten ta t ive  
recommendations on when to use which test ing 
procedure. The best procedure depends on the 
re la t ionsh ip  of the number of parameters in the 
regression model and the number of s t ra ta  used in 
the variance ca lcu la t ion .  The Ward procedure, 
which requires est imation of a covariance matr ix,  
is preferable when the number of s t ra ta  (and hence 
the number of degrees of freedom) is large compared 
to the number of parameters. When the number of 
s t ra ta  is small, so the whole covariance matr ix 
can' t  be estimated welt ,  use e i ther  a version of 
the Rao-Scott procedure (based on the estimated 
eigenvatues of a matr ix related to the covariance 
matr ix)  or a version of the jackkni fe procedure 
suggested by Fay. The numerical resul ts  indicate 
the Fay procedure for  means and the Rao-Scott 
procedure for  regression coe f f i c ien ts .  The paper 
did not give an i n t u i t i v e  explanation of the ta t te r  
resu l t ;  the proofs in the appendix concerning the 
jackkni fe h int  that perhaps i t s  convergence to the 
asymptotic resul ts  is slower when dealing with 
nonlinear estimates l i ke  regression coe f f i c ien ts .  

I th ink these f i ve  papers did a p re t t y  good job 
answering my questions. They have a lo t  to add to 
the ongoing discussion about when and how to use 
survey weights. Although I th ink some of the 
authors were too eager to ignore weights, a l l  the 
papers are useful because the authors c lea r l y  state 
the i r  assumptions, procedures, and resu l ts .  

* The views expressed are a t t r i bu tab le  to the 
author and do not necessari ly re f l ec t  those of the 
Census Bureau. The author thanks Sandy Davis for  
her assistance in preparing th is  manuscript. 
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