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l.Ir~tro&uction Cluster analysis as a qua~titative 

methoas @f homogenous group formation, can be 
easily ~:;n£ fruitfuly applie~ te the regression 
modelling process. At %he first stage of ree- 
ression me~el buil4in~, especially in cocio- 
economic researches, we have te define the aim 
and the scope of empirical investigations. The 
exact defintion ef the aim implies a concrete 
class ef the model. The definition of the scope 
has a triple character. First, it is ief- 
i:~i%ion of e~en%ial, seco~i - spatial .n~i if/r i- 
time sc~i~c ..... f e~::pirio~l invesiij~tior~. '~e 
&ei'i~lition of the scope of investii]~<tion invoi;e~ 
man~/ problems to be solved by statistitians . 

The essenti~l scope ef the defintien of 
re~ression modelli~ depe~Ms en %]ue specification 
@f er~/ogenous an~ exogenous variables. The 
specification of %he variables can be base~ en an 
a~equc:te theory. On the other han~, there are 
some formal reiuirements with regard to variables. 

I% is the matter that in statistics and 
econemetries the variable selection problem is 
vilely 4Liscusse~. Among mmr4y normal methods 
which have been prepose~ there exists an 
extensive group of cluster ~lysi~ metheEs. The 
problem of variable selection is one of the 
fieles where the cluster analysis methods and 
regression modelling meet. 

Another problem is the constructi@n of 
mo~el for some aggregates of vmriables. One 
possible approach to the preble~ in to buil~ some 
mo~els for synthetic variables . ~e creation of 
synthehic vari~ble bases on application ofcluster 
an~lyais me,hods, especially liner or~erin g 
methods. It is the secon~ common level of cluster 
analysis a n ~  re~ression theo~-Jo 

@me of %he basic cor~litions of correctness 
an~ effectiveness of recession modellin~ is 
cons%ruction of a model for homogenous statistical 
population. Only in this type ef populatisn, 
relations ameng variables under osnsideratien will 
have statistically synonymous and stable, ~ha~a~%er 

Effective methods for ebtai~dr~ such 
he, morpheus populations are cluster analysis metho~ 

Problems of hew %o single out homogenous 
statistical unit subsets is the thir~ fiela where 
cluster analysis sm~ regression modelling meet. 

The: fourth level is application of cluster 
analysis methods for verification an~ inter- 
pretien of the results @f re~ressi@n mo~elli~. 

Indices of taxonomic similarity could be 
applied te the measurement of similarity amo~- 
structural parameters or stochastic~l structure 

.~u ~.ite~u~tive n~e of cluster ~.nal¥~is,more 
frequentiy used in sooio-eoonomic researches in 
pola~M~ is numerical %~xonen#. We understand 
' ' cluster analysis ' ' and ' ' rmmerical taxonomy' ' 
or simply ' 'taxonomy'' as sy~mnyms in this paper. 

Econometrics is the most important application 
fiel~ of the regression theory in socie-eoenemic 
researches. Then the regression mo~el will be 
interprete~ as an econometric me~el in this paper. 

Ecenen~tric mo~els built with the ai~ ef 

taxonomic methods are also calle~ taxonometric 
mo~els. In the following parts ef the paper 
taxor~mic methods of homogenization of 
statistical pepul~tion, taxonomic procedures of 
explanatory variable selection, methods of 
synthetic variable construction an~ taxonomic 
me%hods of verification an~ interpretien of the 
results ~f ece~e:~3tric mo~elling are 4Liscusse~. 

2.Taxonomic methods of homegeinztion of 
s ta%iS%~ca ! popu!~t ion . . . . . . . . . . . . . . .  

The homo~nity of statistical population is 
the basic condition if satisfactory results of 
regTession modellin~ are %0 be ebtaind, such 
homo~nity can be u~lers%ood as either spati~l 
or tim~ holuo~e1~ity. It le~f~s to the ~pp!ioati~n 
of cluster anc~ijsis uethods for obtainin~ such 
homogenous subsets of statistical units .3 

The regression function is equivalent %o the 
approximation function an~ it is possible to 
utilize.some methods from the aporeximatien 
theory. 4 The basic problem ef approximation is 
t@ define the function which describes the 
relation among the variables considered, based 
on information from the sample: 

(Yl x11 x21 "''Xml )'(y2 x12 x'22'''Zm2.)'"" 
"''' (Yn Xl n x2 n "" "Xmn) ( 1 ) 

whe re: 
j=1,2~...,m- nmber of variables, 
i=I ,2,..., n - nt~ber of ebservati on. 

In fmnctions~ h(X I X2...Xm) are 
tumllsti ngui shable ifi 

l,(x  ) - h. xo)I<A, 
where : 

' ~ ~2'b2~ -'" XmE[am,b3 ; 

T (x I x 2 -..xm)E Rk; 

h(X X =, 
A_ tolerance(admissible error .f approximation), 
R k- a set appr@ximate~ function(first type @f 

regressi on), 
H k- a set approximating functions (seccIM type 

ef regression) . 
The stochastic approximation preblwm is to 

fin~ a family ef R k - functions which satisfy 
the relation: 

P[~'(XIX 2 . . .  Xm)-A<Y(~r(xIx2...Xm+,~I-~', (3) 

where: 
I- ~ - the likelihoea ef approximation. 

R,latien(3) can be more gemerally described as.: 

(4) 

where : 
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Q- spa~e limite~ by VIKXIA 2. ...X m) a~ 
V2(X. X^ X ) also and 

! z . . . . .  m o y  ( a l  a 2 . . . a m )  

(b I b 2 --. b m ) • 

In secie-econemic researches it is difficult to 
analyse multidimensional distributions ~nd for 
that reason it is convenient to define the spec- 

is-~riou'bio~ in tho set sp~ cos Q~(i in whici: i'c~' 
sequence~(1,~(2, "'''~i' ...,where Q('~i < 1, 

The follo~Tin'~ relc~tio~s are onserve~: 

" " Xi~m )> f(Yi Xil xi2 Xim)' andf(y i x~ xi2 ... , ..- 

(6) 

where : 

(Yi Xil Xi2 "'" Xim)e Q~( ; 
i 

I. 

(h x~ x~2 ... x~.) e Q~ ; 
i 

~i is a cemplemen~ ef Q g • 
i 

The trace ef distribution is ~efined as : 

P [ (Y ~ x 2 ... x m) ~ ~] ~ ~ -~, (7) 

where ~( is me~r 0 • 

For c~iculatien ef rhe_~istribution %rao~ a 
variable c~n be utilize~ ) Some information 
a~ut the trace ef ~istrib~tien ~n also be: 
obtained by application of cluster ~ analysis 

methegs 6. 
Applic~tiem ef cluster analysis meth@gs leads te 
heme~e~us subsets ef observations which ceul~ be 
urMersteod ~ a ~istrib~tion trace. It ought to 
be ef ellypseiaal shape in multi&imensiem~l space 
if the regression megel is a liner ene. For 
sepa~-a%ien ef an ellypseiaal 4istibutien trace 
from a set ef gata, the aeviatien methea:prepesea 
by plut~ (1986) can be empley ea . In the first 
stage ~ est ef variables m~st be ~iviae~ inte two 
subsets: 

- stimulant variables , 
-- ~estimulant variables . 

Such a variable im ~l~ll~z@~ as a stimulant 
variable for which the &Tearer the value the 
better the sit~atien • 

Destim~lant variable is a reverse te stimulant° 
Then ~es%im~lam%s i~%e stimula~s are 

tramsferme~ by the formula : 

(8) x~ = - Y~j , 

where : 

Yij - is i-~bservatien ef j variable which is 

recognized as a ~estimulan% . 
In the next sta4~e the upper lower pole ef the 

set ef observation is defined. Coordinates of 
the upper and lower pole are maximal ~ minimal 

• " ..... ; % ..... ~ ~-. . , ;  i: i i : . %  < : ~ '  o o o f ~ . i ~ ; : : ; a s  i ~  
s~ i z ' be¢ ,  to t h e  lower pole, it m e a n s  % ,~t X . .  is 
tr~nsformod into u.. ~ocordinc to the IS 

z3 
forinml ~ : 

u = ~ .  -x (~) 
• j ~j oj ' where : 

x .- are coordinates of %he lower pole . 
o3 

A line throuish the lower ani upper pole is 
£rawn and this is n~med the axis of the set . 
Deviations of observations from the axis ef the 
set inform us ~beut the shape of the distribution 
%race. Subsequently perpendicular prejecti®ns of 
ebserv~timns on the axis of the set are 
calculated. The coor4_inates of these projections 
~re : 

~ - [ X~l, x~, ..., x~, ..., x~], (,o) 

where: 

Xij = Xej % i , (11) 

x ~ --coordinates ef the upper pole , oj 
m 

~X'. U . .  
j = l  e~ 1 j 

t i  = m .... ,7' ' ,  , ' 2  . . . . . .  
~ kxej) 

j=1 

Then the measures M ~ a~i ~ are ~efine~ and 
calculated as follews : 

je 

~ [ ( %  _ p)(R i _ p)~]  ~/2 

(12) 

(13) 

(14) 
whe re: 
P- coordinates of the lower pole t 
P.-coordinates ef the real data . I 

Values ef M and W ~ are presen~e~ en the 
graph, where M is the abscisa a~ W is the 
er~inate. This graph presents the gistrib~tion 
trace. If i% is am ellypsoilal shap a linear 
regression function can be estimateg, if i% is 
not, ellypsoilal subsets mu~% be sepamated by 
application of isomorphic subset prece~ure 
prepose~ by pluta (1986). 

3. Ta~enemic selection ef variables 

The most universal measure ef tazenomic 
similarity amemg variables is the correlation 
coefficient. Ame~ mar~y taxznemic procedures of 
selection of variables~ based on the correlation 
matrix the method proposed by pluta(1972) h~s 
inieres%ing properties• Let : 

R = [ r j k  ] ; j , k  1 , . . . , m  , (15) 

be c correlation matrix among m preli~&nary 
proposed explanatory variables. 

R O= [ r o i ]  ; j - 1 , • . . i r a  , (16) 

be ~ vector of correlation coefficients between 
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an endogenous variable azml the prepse4[ 
explanatory vari ables. 

In the next sta~e~ correlation coefficients 
are teste4[ using the f~llewing statistics : 

r~= F ~''~(:= - I/2 (17) 

where: 
- ~umber ef observations, 

t~-critical value ef the student's &istribution 
for n- 2 ~eErees ef free4[em at level ef 
si ~ni ficance . 

These variables for which re j ~ r are 
eliminate~ from thevecter R . 

@ 

The variable for which r . has the kighest 
val~e is chosen aw the firste~xplamatery variable. 
The f@llewiz~ chosen variables a r e  these, which 
are these~ which are succesively maximally 
cerrelateg with the er~legeneus variable ~ am~ 
insignificantly cerrelate~ with the previously 
chosen explana%ery variables . This methe~ has a 
a simple graph intrpretatien and it can be-pres- 
ente4[ as a symetric, full a,~i net-eriente~ graph. 

Another methe~ base~ en the correlation 
matrix, which als& has a g~-aph interpretation has 
been propesea by B;~rte~iewicz (1976). On the base 
ef the correlation matrix R a graph G is 
constructed the prepsed explanatory variables are 
ne~es of the gmaph and significant cerrelation 
ceefficients between variables are arrows ef the 
graph. These variables with ne~es ef ~raph with 
maximal number of connection wi%h ether nodes and 
mlso variables represenicd by isolated nodes ef 
the graph belo~3 to the optimal vector of 
e~plai~tory w~ri ables . 

4- }:etho¢Is of syntheiic vari~blc co~:.~t:ruc-tioi.: 

P r o b l e m s  oi' ~ ...... : : ~ j : t i o n  a r e  v e r y  esseirgial in 
s@eie-~conomic rese~rch, ospeci~21y in coi~t~lUC~on 
of forecastir~ 5 models, input-output analysis, 
operation rese~rch ar~l cluster analysis. An 
eri~nal metho~ of asgre~tien in economics, i.e. 
method ef synthetic variable construction has 
been preposeg by Hellwi~(1968). On the base ef 
llellwir~'s preposition many methegs ef synthetic 
variable construction have been explained. ~aey 
are base¢~ en the fellewi~ criteria eft 
clmssificatien ef synthetic variables ": 
- %he way ef allowance ef stimalant and 

destimulant varimble, 
- the way ef defini~ ef the poin~ ef raference 

ef ceer~i nares ~ 
- the way ef nermalizatien @f variablcs~ 
-analy:ic fr~r~ @f the s~;~egative function, 
- weighting system ef importance ef variables. 

Ame~ the methods ef construction ef synthetic 
variables there are procedures base~ either only 
en stimulants @r only ~n destimulants or en both 
%~pes of variables. The reference piont of the 
coordinates could be chosen en the basis ~f 
expert's opinions, intermatienal cemparis@ns an~ 
i n a statisticaK way. A hypethe%ical pei~t with 
maximal ebserve~ valIAes ef stimulants and minimal 

ebserve~ values: ef ~estimulants can be adopted is 
a statistical pattern point. 

There are followi~ methe&s of normalization 
ef variables : 
1 ) rank methoa, which changes the ebserve~ values 

into their ranks, 
il uotient transfermatiens, 

st andardi zati e~, 
unitarizatiens. 
The fellewi~ functiens can be c~es~n as 

ag~re~ative functiens: 

A -- a~lai ti re: : 
m 

! 

s! ,, , 
x j=1 

m ! 

j = l  

(~8) 

(~9) 

m 

s!3) ~-! . . . .  J . . . . . .  

-i 
I l l  

~=I x'ij 

(2o) 

where : 
o( j_ weight ef variable j , 

x'ij- normalized value of variable j . 

B- multiplicative: 
m 

s(4) 
. 

1 

o(j 

(x' i ) (21) J 
j--1 

m - - - - - - - -  

(5) ~ ~~ s~ ~j) J j (22) 
[j-1 

Most frequently every variable is assumed to c a r r y  
t h e  s ~ n e  we igh% . 

Among maz~V p o s s i b i l i t i e s  o f  s y n t h e t i c  w rm 
i a b l e  c o n s t r u c t i o n  ~ t r i o  o f  t h e ~  ~ e  l~oJ$ 
popuL:~r s'Lc:.~/.._i',.!iz~d v!u~ i:,etL.od ~ 
developi ..... :iit p~i/St,ai"n m~tl~o,?., syiith~±ic w~ri~blc 
irl the ~tnn~L~:,.rC, zeE value method can be &efined 
Y tlie forniul~ : 

s (~) I y ~i j - zj 
i : --5-- s~ (23) 

In the p~:~ttern meihod i% can be defined by: 
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where: 

. ( ~ )  (=, _ ~, .)2 
~i ij es 

j=1 

xlj - s%a~Aar~ize~ value ef xij , 

x'- s~a~ar~ize~ v~lue ~ ef the p~ttern . 
e~ 

(24) 

Another ~ppme~ch to ~ggre~&tion of"simple" 
v~riables is fern~tien ef ~ heme~neus ~ggreg~ted 
variable by applioatiemoef Hellwi{'s stechas%ical 
~epe~e~ce coefficient ~. I% is ~e~e by %he 
formula : 

~ - z ~  ~ " ( ~ ,  ~, ~) ~/~ 

~ = ! , ,~  . . . . . .  (zS) 

where : 

Pi = P(X=xi) ; i=l,...,r ; 

.~j = p(Y=yj) ; j=1,...,s ; 

r - r~umber ef rows in the cen%ir4~e~cy %~ble , 

s - mmmber of columns , 

For a variable, which is supposed te be an 
a~grega%e ef m elementar v~riables, the matrix 
ef dependence can be calcul~es: 

J,~ _ q,1 

A 
Any cluster analysis method :could be applied 

for ebt~imir~ homogenous subsets ef elements ef 
m~%rix ~ . These subsets could be recegnize~ 

homogenous a~gregative variables . 
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