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1. Introduction 

Despite the problems associated with grouped (" 
ecological") data, they are still used by many economists, 
sociologists, and others. The reasons for this practice 
vary from case to case. In general, grouped data may be 
employed to study the behavior of grouped properties, 
to examine the relationship between group characteris- 
tics and individual behaviors, and/or  to save the cost of 
enumerating individual values. 

Suppose that there is a population S of size N 
and there are M subpopulations $1, $2, . . . ,  SM of sizes 
N1, N2, . . . • M N '  , and NM respectwely, ~-,i=l Ni = . Simple 
random samples of size hi, i = 1 , . . . ,  M, were drwan from 
each subpopulation. Let (xuk , yijk) be the measurement 
taken on the kth subject by the j th interviewer from the 
ith subpopulation. Let (#x, #Y) be the population means 
of X and Y and (#(x), #(~)) be the population means of 
( X , Y )  in the subpopulation i. Define p as the usual 
correlation coeifficient between X and Y, 

E ( X  - ~x ) (Y  - ~ ,  ) ~x~ 
fl ~- 4 0 " X  O'y O" x O'y 

where ~x,  ay are the population standard deviations of 
(X, Y) respectively. Let pa be the ecological (grouped) 
correlation between X and Y with respect to subpopula- 
tions $1, $2 , . . . ,  SM. Then 

E i M 1  N i ( # ( x  ) - # x ) ( # ( y  ) - # y ) / N  
Pc = ~x~r  (2) 

where #(x ) and #(y) are the means of variables X and 
Y respectively in subpopulation i, ~ = ~ M  N~(#(x) _ 
# x ) 2 / N  and -2 M (#(~) Oy = ~-~,:x N, - # v ) 2 / N  are between 
groups variations of X and Y respectively. It is well 
known that pa and p are related by 

Pa - ( 1 -  ..2 ..2 2 -x/2 ax/~rx)-l/2(1 - o ' y l ~ . )  

x (1 - g r x y  I~x~)p,  (3) 

where a x''2 , cry'" 2 and 5xv  are within group variations and 
covariance respectively such that 

M 
,-2 

i=1  

M 

• " ~  2(i)/N ay = ~ N, ay 
i=1  

M 

i=1  

Crxy(i) = E ( X  - #] ) ) (Y  - #~)). Hence the effect of 
grouping is mainly associated with the ratios of within 
group characteristics to the individual characteristics. 

In practice errors of measurement in a survey are 
very common. There has been a considerable amount 
of work published in this area. A good source of refer- 
ences may be obtained in Fuller (1987). The purpose of 
this paper is to study the combined effects of errors of 
measurement and grouped ("ecological") data on the es- 
timation of the ungrouped correlation in a sample survey 
design. A model incorporating a special type of measure- 
ment error, namely the interviewer effect, is considered in 
section 2. Section 3 derives the joint effects of measure- 
ment errors and grouping on the ecological correlation. 

2. A Model of Measurement Errors 

Following the same framework introduced in sec- 
tion 1, let (xijk, Yijk) be the observed variables. 

xijk =Xijk + ¢ijk (4.a) 

Yijk - Y i j  k "JV T]ijk (4.b) 

i =  1 , . . . , M , j  = 1 , . . . , m i ,  and k = l , . . . l #  

where Xijk and Yijk are the true values of the variables to 
be measured, eijk and r/ijk are measurement errors pro- 
duced by the j th interviewer in the ith subpopulation 
pertaining to variables Xilk and Y#k respectively, rni is 
the number of interviewers employed in the ith subpop- 
ulation, and lit is the number of individuals interviewed 
by the j th interviewer in the ith subpopulation. We fur- 

2 ther assume that E(e,~k) = E(rlijk) - -  0 ,  (7 (ij) = Ee~k, 
2(ij) = E ~ k  and the errors are mutually uncorrelated Or 0 

except when they are measured by the same interviewer. 
(i.e. e,,, and eij~; r/r,, and r/i~k; and e,,t and r/i~k are mu- 
tually uncorrelated when r # i or s : / j . )  For the errors 
made by the same interviewer, we have 

p,( i j )  =a~(ij)E(e,~,e,j,),  r # s 

p , ( i j )  =a2,(ij)E(~,~,yq,), r ¢ s 

p , , ( i j )  = a , ( i j ) a , ( i j ) S ( e o ,  Tl,~, ). 

The probabilistic structure of measurement errors is for- 
mulated in a way to reflect a common situation that the 
errors made by the same interviewer tend to be correlated 
to each other. 

3. JointEffects of Measurement Errors and Grouping 
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Define the (individual) correlation between x and 
y and the ecological correlation between x and y with 
errors of measurement as 

E E i j ~ ( x , ,  -- x)(v ,~ -- Y) 

~)G --"  

E EiM=I ni(Sci-  ~ ) ( 9 i -  ~) 

(5.a) 

(5.b)) 

where ni = ~ 1  lit. Using the standard technique of 
sum of squares decomposition, terms on the right hand 
side of equation (5.b) before taking the expectation may 
be expressed as the difference between total sum of 
squares and within subpopulation sum of squares. 

M 

n.(~. - ~)~ : [ ~ ( x . ~  - ~)~l-  [ ~ ( x . ~  - ~.)~1 
i = 1  i j  k i j  k 

(6.a) 
M 

n . ( ~ , -  ~)~ = [ ~ ( v . .  - ~)~]- [ ~ ( ~ . ~  - ~.)~1 
i : 1  i j  k i j  k 

(6.b) 
M 

.~.(~. - ~)(~. - ~) = [ ~ ( z . ~  - ~)(y.~ - 9)1- 
i : 1  i j k  

[~(~ . .  - ~.)(y.~ - ~,)1 
i j k  

(6.c) 

ttence it is sufficient to evaluate the expectations of to- 
tal sum of squares and the within subpopulation sum of 
squares. Based on the error structure defined in section 
2, we summarize the results of taking expectation of sum 
of squares and cross products below. Detailed derivation 
of them is given in the appendices. 

E E ( x , , k  - ~,)~ = E { [ E ( / , i  - 1)(ax( i j )  
i j k  i j 

+ a~(ij)(1 - p,(ij))] 

+ ( m , -  1)ax(i ) 

+ E ( 1 -  li---J)a~(ij) 
n i  

.i 
x (1 + (1,~- 1)p,( i j ) )}  (7) 

Z E ( x # k  -- 5:) = =(n -- 1){a x + E E li--L°2(iJ) //, e 

i j k  i j 

-1)  
x [ 1 - - ~ ~ i _  1)p,(ij)]} 

(S) 

E E ( x , ~ k  - ~,)(Y,ik - Y,) = E { E [ ( / q  - 1)(rxv( i j )+ 
i j k  i j 

( (m~-  1)/# + n~)a,o(ij))/n,] 
+ ( m , -  1)crxr(i)} 

(9) 

E ~ ( x , , j k  - ~c)(y,~k - Y) =(n - l)axr 

{jk 

i j 

x [1 + (1 - 2n)l , j /n  21 
(10) 

Consider two sets of conditions that simplify the above 
results and hence provide a clear picture on the impact 
of measurement errors and grouping. 

Condition (I): 
2 2 2 2 Crx(ij) : ax ( i ) , a , ( i j )  = a , ( i ) , p , ( i j )  = p,(i), 
2 2 2 2 ay( i j )  = av ( i ) ,%( i j )  = %( i ) ,po( i j )  = p,(i) ,  and l,i = 1,. 

Condition (II)" 
2 2 • 2 2 Crx(ij) : (ij) a, p , ( i j ) =  p, 
2 2 • 2 2 Cry(ij) = ,% po(ij) = p. cry(z) (ij)  = %,  

m i  = m and l i j  = 1. 

Under condition (I), equations (7) to (10) may be ex- 
pressed as" 

E E ( x i j k  - 5:i) 2 : E ( n i -  1){ax(i ) 
i j k  i 

l i --  1 
+ a~(i)[1 Tt i - -  1 P'(i)]}' 

(7"1 
E E ( x i ~ k  - 2,) 2 : ( n -  1){a~c + E n, 2 Z,~,(i) 

ijk i 

X [1 ( I , -  1)p,(i)]} 
n - - 1  

M 

E E ( x , j k  - ~c,)(y#k - ~,) = E ( n , -  1)axr( i )  
i j  k i = X  

+ 2 ( m , -  1)o'.,(i), 

(8") 

(9") 
M 

E ~ ( x i j k  - 5:)(y#k - ~d) - ( n  - 1)crxr + E nia,0(i) 
i t  k i = 1  

× (1 + l,(1 - 2n)/n2) ,  
(~o') 

where n, = re,l,, n = EiMx m,. Under condition (II), the 
above results may be further simplified. 

E E ( x o k  - 5ci) 2 = ( m l -  1) E ax( i )  
i j k  i 

+ May(1 
l - -1  

m l - -  1 p') 
(7"') 

E ~ ( . . ~ -  ~)~ =(n - 1 ) [ 4  
i j k  

l - 1  
+ a~(1 m l -  1 p')] 

(s") 
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i j k  i 

+ 2 M ( m -  1)a,, 7 
(9"*) 

E ~ (x i j k  - -  x)(yijk -- 9) =(n -- 1)O'xy 
i j k  

+ no,,(1 + l(1 -2~) /~  ~) 
(10"*) 

Effect of Measurement Errors on, p.. 

From equations (7) and (9), 

a x r +  A 
= ( ~  + B)x/~(4 + C)~/~ 

axy (1 + A/axr)  
= ~ ,  (1 + B/~i)~/~(1 + C/~),/~ 

(1 + a/axy)  (11) 
=P.(1 + B/o'~)112(1 + C/a~) 112 

w h ¢ , ¢  ~ / ~ .  = [ ( ~  - 2~1 + 1 ) / ( ~  ~ - n)](~,,/~xy), 
B/a2x = [1 - - ( l -1 ) / (n -1 )p , ] (a~ /a=x) ,  C/a~ = [ 1 -  (l-- 
1 ) / ( n -  1)po](a~/@) under condition (II). The terms A, 
B and C may be interpreted as the effects of measure- 
ment errors. The measurement errors make ~ bias toward 
zero. ()~m interesting implication is that when the errors 
associaled with the same interviewer are positively cor- 
related, (cry, > 0, p~ > 0, and p, > 0), tim extent of bias 
toward zero may be reduced. However the interviewer 
effect is multiply by a factor of 1/n where I is the number 
of subjects interviewed by a surveyor and n is the total 
sample size of the whole survey. 

Effect of Measurement Errors and Grouoinz on oa _ 

Similarly pa may be expressed as: 

O'xy + A' + D 
P~ = (a~ + B' + E)X/~(a~ + C' + F) '/~ 

O ' x y  1 + a ' + n  
_~ _ _  o x y  

axO'y (1 -F -B~--~cE)1/2(1% C'+F)1/2~,~ 

=pele2ea (12) 

where 

1 +._a'_ 
(TXy 

- -  B '  C '  / 2  ' el (1 + O-~x)1/2(1 -t-07) 1 

1 +  v 
a X Y  

- -  E F _ ~  1/2 ' ~ (1 + o~)~/~(1 + o~) 
A'D A' )-1 D__ff___)_x 

ea = { 1 -  o.~-----~(1 +--(:rxv (1 + axy } 

B ' E ,  B')_I E - 1 } - 1 / 2  × {1--g~-~l+ ~ (1 +~) 
C'F C' _ F -1/2}-112 

x { 1 -- o.--~-r (1 + o.--~g ) 1/2(1 + ~-r)  

Under Condition (II), 

A' n 2 - 2 n ( l + M ( m - 1 ) ) + l  
- -  n ( n  - -  1 )  °"'l 

B' 2 [ M - ( n -  1) 
=a,  + ( M -  1 ) ( / -  1 ) / ( n -  1)p,] 

n - 1  

C' =%[2 M-n  (n_ 1- 1) + ( M -  1 ) ( / -  1)/(n - 1)p,] 

D =(1 - ml)/(n - 1) ~ Oxy(i) 
i 

E =(1 - ml)/(n - 1) Z ax(i) 
i 

F =(1 - ml)/(n - 1) Z @(i) 
i 

Hence ex, e2, and ea represent the effects due to measure- 
ment errors, grouping and their interactions respectively. 

An empirical issue is to estimate these three bias 
factors and then take them into account when the ecolog- 
ical correlation is computed based on the variables with 
measurement errors. On the other hand, it is also desir- 
able to investigate the impact of measurement errors on 
the variance of the estimated ~ and pa. 
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Appendix  A 
Derivation of equation (3) 

The variance of each variable and the covariance between 
X and Y may be expressed as the sum of two compo- 
nents associated with the within subpopulation and the 
b('tw(x.n subpopulations variations respectively. 

M Ni  

4 = ~ ~ ( x , , - . x l ~ / N  
i = 1  j = l  

M N, 

= Z Z ( X , , - # ( ~ ) ) 2 / N  
i = 1  j = l  

M 

+ Z N'(#(x) - #x)2 
i = 1  

• . 2  - 2  
- - (7-  X -I I- O- X 

M Ni  

Coy(X, Y) = ~ Z ( X #  - #x)(Y~j - #y) /N 
i=1 j = l  

M N i  

: ~ ~ ( x , j  - #(~))(Y,~ - . 7 ) ) / N  
i-----1 j = l  

(A.1) 
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M 

+ ~ N,(~(~) - ~x)(~(~ ) -  ~.)IN 
i--1 

= b x r  + ?rxr (A.2) 

H~n~¢ from (1) ~ d  (2), we h~ve 
O'Xy  + O'Xy  

p = ( ~  + ~ ) ' / ~ ( ~  + ~), /~ 

(1 + 5xy/~rxy)  (A.3) 
=P~ (~ + ~x/~x)l /~(a + ~/~)~/~ 

Equivalently 
-2 -~ l l~p  p~ =(~ + ~ . / ~ x . ) - ~ ( ~  + a ~ / ~ ) ' / ~ ( 1  + ~ . / ~ . )  

-~ ..2 i/2(-2 "'~ ~12(?rxr + 5xr  _~ =(Ox + ax err + o'v) . ) p 

= ( 1  - ~ - ~ / o . ~ , ) - ' " ~ ( 1  - ~g,/o-~,)  - ' ' ~  

(1 - ~ x r / . x r ) p  (A.4) 

A p p e n d i x  B 

Derivation of equation (7) 

First we substitute x with X + e. For fixed i, 
m, lij rni iij 

E E ( X i j k - - X i ) 2 - - E E ( X i j k - - X i )  2 

j = l  k=l  j = l  k=l  

+ (~,~ - ~,)~ + 2 (x ,~  - 2 , )  
x (%k - e,) (B.1) 

The first two terms on the right hand side of (B.1) may 
be further decomposed into within interviewer sum of 
squares and between interviewer sum of squares. 

n~i lij rni iij 

j = l  k = l  j = l  k = l  

(B.2 .1)  

rBi 

+ ~ l , i(2,  ~ - ]t,) 2 (B.2) 
j = l  

(B.2.2) 
rni i i j  rni i i i  

j = l  k = l  j = l  k = l  
• , , 

(B .3 .1)  

rr~i 

+ - 

j = l  

( 8 . 3 . 2 )  

(B.3) 

It is not hard to obtain the expectations of (B.2.1) and 
(8.2.2). 

rr~i 

E((B.2.1)) = E ( 1 , i  - 1)a2x(ij) (B.4) 
j = l  

E((B.2.2)) = ( m , -  1)ax(i ) (B.5) 

The derivation of (B.5) employs the following identity. 

( Z i j  - -  Z i ) 2  . _ [ E ( X i j  k _ # ( ~ ) ) / l i  j 

k 

j k 

7--1 _ I__ )E(X,  i k_#~) )  

n i  r#j k 

To compute the expectation of (B.3.1), we use the fact 
that 

E(e,~k) =a~(ij) 
and 

E(~,2i) =a~(ij)[1 + (l,j - 1)p,(ij)l/l , j  

where p,(ij)  = E~¢. (%r%,) /a~( i j )  represents the inter- 
viewer effect. Hence 

mi lij rni 

E((B.3.1)) = E [ E  E 2 _2 ~,~ - ~ 1,j~,~] 
j = l  k=l  j = l  

mi 

= E ( 1 , i  -- 1)a~(ij)(1 - p,(i j))  
j = l  

(B.6) 

To compute tile expectation of (B.3.2), we need 

rni 

-~ij -- -~i ---~ij -- E lir-~ir /ni 
r = l  

=[ (~ , -  t,~)~,~ - Z z,~,./~,] 
rCj  

Since the errors associated with different interviewers are 
assumed uncorrelated, we have 

E(t,,(~,~ ~,)~) [(~, l,~ ~ -~ - = - ) E(l,~ %) 

Then 

+ lij E l'rE(lire~r)]/n~ 
rCj  

- 2  2 ~,(u) =~, [ (~ , -  2~,t,~) ~ 
x (1 + ( l i j -  1)p,(ij)) 

rni 

+ l,j E l,ra~(ir)(1 + ( l ,~ -  1)p,(ir))]. 
r = l  

rr~i 

E((B.3.2)) = E ( 1  - l , i /n,)a~(ij)  
j = l  

x (1 + (l# - 1)p,(ij)) 
(B.7) 

Combining the results of (B.4) to (B.7), the equation (7) 
follows. 

A p p e n d i x  C 

Derivation of Equation (8) 
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Z ( z , ~  - ~)~ - ~ ( x , ~  - 2 )  ~ + (~,~ - ~)~ 
i j k  i j k  

+ 2 ( x , ~  2) (~ ,~  - ~) (c.1)  

The expectation of the first term is readily available. 

E Z ( X ,  lk - fi;)2 =(n  - 1)a X (C.2) 
i j k  

The sum of squares of the second term may be expressed 
a s  

2 - 2  

i j k  i j k  

By definition, 

~ = { ~ , , ~ } ~ / n  ~ 
i j k  

i j  k i j rCs 

+ Z ~ Z Z ~ i u r C i v ,  

i u#v  r s 

pCq u v r s 

E(~2) =,,-~ ~ Z a~(ij)l,~ 
i j 

x (1 + (l, i - 1)p~(ij)) 

Then equation (8) folllows. 

(C.3) 
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