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Introduction 
The Household Component of the National 

Medical Expenditure Survey (NMES) was established 
to provide an assessment of health care 
u t i l i z a t i o n ,  costs, sources of payment, and 
insurance coverage of the U.S. c i v i l i an  
noninst i tu t ional  population. The household 
component is an 18-month panel survey with 1987 
as the reference period, col lect ing measures on 
health status, use of health care services, 
expenditures and sources of payment, insurance 
coverage, employment, income and assets, as well 
as demographic information. 

Complete nonresponse at the person level for 
NMES survey data was accounted for by adjusting 
the sampling weights. However, the proportion of 
item missing data is a problem for a large number 
of variables. Logical edits have been 
implemented and, whenever possible, data has been 
imputed based on other information provided. The 
issue being addressed is how to deal with the 
remaining item nonresponse, given that standard 
analysis techniques for modeling, or inference, 
require data sets with complete data pro f i les .  
In the absence of this c r i t e r ion ,  the current 
choices are ei ther to impute for missing data or 
to analyze only cases with complete data. 

Imputing for missing data is done to maintain 
the representativeness of the sample, and to 
enable users to make national and regional 
estimates. Imputation also ensures consistency 
between results of d i f fe ren t  analyses, reduces 
nonresponse bias for item nonresponse, and 
enhances the a b i l i t y  to apply standard analysis 
techniques to data sets with complete data 
prof i les without loss of sample size. Imputation 
does introduce a new component of v a r i a b i l i t y ,  
variance due to imputation. This v a r i a b i l i t y  can 
be quanti f ied by implementing mult ip le imputation 
for each missing value. In this paper, two 
methods of mult iple imputation are carried out. 
The f i r s t  uses the "hot deck" procedure, and the 
second uses the Bayesian approach (Rubin, 1987). 
The variance due to imputation is computed, and a 
comparison is conducted to examine whether there 
is a s ign i f icant  dif ference in the v a r i a b i l i t y  
due to imputation captured by each of these two 
methods. 

Analyzing only cases with complete data can be 
viewed as analyzing the data as reported by 
persons par t ic ipat ing in the survey. I f  the 
assumption is made that respondents are simi lar 
in the i r  character ist ics to nonrespondents, no 
bias and no var iat ion due to imputation is 
introduced in data analysis. Moreover the 
representativeness of the sample can be 
maintained by proper weight adjustments. There 
is some loss of precision depending on the rate 
of item nonresponse since the sample size gets 
smaller, but the e f fo r t  associated with obtaining 
a set with complete data is s impl i f ied.  

The assumption that respondents are s imi lar  in 
their  character ist ics to nonrespondents is not a 

necessary assumption that can be used for 
estimating parameters of in terest ,  but i t  is made 
to f a c i l i t a t e  imputation of data. Although many 
studies have shown that there is a d i f f e ren t i a l  
between respondents and nonrespondents, the 
assumption is very d i f f i c u l t  to prove or 
disprove. I t  can, however, be inferred based on 
par t ia l  responses. Thus, the choice between 
imputing or analyzing complete data is a trade- 
o f f  between addit ional v a r i a b i l i t y  due to 
imputation versus nonresponse bias and increased 
variance of the estimators. 

The focus of this paper is to invest igate and 
assess the various al ternat ives for dealing with 
item nonresponse. We have focused only on one 
variable. "hourly wage". The sample universe 
for this analysis is al l  employed persons in the 
f i r s t  wave of the Household component of the 
National Medical Expenditure Survey (NMES). The 
imputation techniques that are being evaluated 
include. 
(1) Model-based imputation 
(2) Nonresponse adjustments to sample weights 
(3) hot deck imputation, and 
(4) mult ip le imputation. 

The s ta t i s t i ca l  assessment includes analysis 
of the ef fect  of imputation on the d i s t r i bu t ion  
and on the v a r i a b i l i t y  of survey estimates such 
as means and proportions, and the i r  respective 
standard errors. There is no assessment of 
bias. An assessment of bias can be done i f  one 
creates a synthetic subset of nonrespondents, 
imputes for missing data using each of the 
methods, and compares the imputed values to the 
observed. This w i l l  be done as a fol low-up to 
this study. 
Data Base Used for Imputation 

The p opulati6h includes al l  e l i g ib le  persons 
who reported having a job and are not se l f -  
employed in the Household Component of NMES. 
This segment of the data base includes 13,605 
e l i g ib le  persons with posi t ive weights. Of 
those, 11,614 had reported the i r  hourly wage. 
The remaining 1,991 persons did not report the i r  
hourly wage. Hourly wages were derived based on 
a sequence of questions on work related patterns 
including" 
i .  Is the person employed? I f  so does he/she 
work for someone else? 
2. How many hours does the person work a week ? 
3. How many days a week ? 
4. What is the wage rate, and the uni t ,  "PER 
WHAT" (per hour, per day, per month, per year),  
associated with the wage rate. 

Over 99% of the non-reporters did not complete 
the "PER WHAT" question (part 2 of question 4). 
88.4% provided neither a do l lar  value for wage 
rate nor the unit of payment (per hour, per 
year). Al l  non-reporters completed the question 
on the number of hours they worked per week, but 
only 7.2% answered the question concerning the 
number of days per week. 

The pattern for nonresponse to these questions 
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shows that most of the nonrespondents did not 
want to disclose the i r  wage rate but were w i l l i ng  
to disclose some information on the number of 
hours a week they worked. There is 14.63% non- 
response for th is one var iable,  and the object ive 
is to attempt d i f fe ren t  imputation techniques and 
compare them as to the impact on estimates of 
means and proport ions, as well as d i s t r i bu t ions .  
Modeling Hourly Wages and Nonresponse to Wages 
.... Prior to any imputation, One has tO model (a) 
the hourly wage; and, (b) the nonresponse to 
hourly wage. The models are designed to help 
iden t i f y  (a) covariates which explain the hourly 
wage; and, (b) covariates that can explain the 
nonresponse to the hourly wages. The two 
behavioral equations are linked because wages are 
allowed to a l te r  the propensity to report;  and by 
bui ld ing a j o i n t  model which represents both the 
regression model to be estimated and the process 
of determining when the dependent variable is to 
be observed, we can account for non-randomness of 
the observed values of the dependent variable. 
Thus, i f  [Vl ,  . . . .  ,Vm] denotes the set of 
covariates explaining the hourly wage, and 
[XI . . . . . . .  ,Xn] denotes the set of covariates 
explaining the nonresponse to the hourly wage, 
then the intersect ion of these two sets 
const i tutes the new set of variables used for 
c lass i f i ca t i on  and sort ing of the population of 
in terest .  The c lass i f i ca t ion  and the sort ing of 
the population is done to define a pool of donors 
who are s imi lar  in the i r  character is t ics to 
rec ip ients.  This new set is used for nonresponse 
adjustments and for hot deck imputation. For 
model-based imputation and mul t ip le imputation, 
in addit ion to modeling the hourly wage, one has 
to adjust for  selection bias. This select ion 
bias re f lec ts  propensity to not report the hourly 
wage. I t  is an adjustment to the model which 
captures the differences between reporters and 
non-reporters. The selection bias is estimated 
by modeling nonresponse using ordinary least 
squares. 
Modeling the Hourl~ Wa~es 

The model u s e d t o p r e d i c t  hourly wages is 
based upon a standard "human capi ta l "  earnings 
function described in deta i l  by Mincer (1974), 
and Chiswick (1974). The model hypothesizes that 
an ind iv idua l ' s  labor market earnings are related 
to investments in formal schooling, measured by 
years of schooling completed, and investments in 
on-the-job t ra in ing ,  measured ind i rec t l y  by years 
of labor market experience-. In addi t ion,  the 
model adjusts for earning differences a t t r i b u t -  
able to geographic di f ferences, measured 
ind i rec t l y  by region and urban l oca l i t y ,  eth- 
n i c i t y ,  gender, family s t ructure,  mari tal  status, 
occupation and number of hours of work. The 
model also includes the square of experience, to 
accommodate considerations of economic theory 
which predict that post-schooling investments in 
human capital  decline over the l i f e  cycle. 
Interact ions between race and gender, and marital 
status and gender, are included to capture other 
possible non- l inear i t ies  in earning behavior. 
The e x p l i c i t  l i s t  of predictors to the log of 
hourly wages is l i s ted  in Table 1.0. 

Empirical resul ts provided in Table 1.0 reveal 
that the model explains 40% of the var iat ion in 
the log of hourly wages, which is reasonable for 
micro household data, and is consistent with 

appl icat ions of earning functions reported by 
Mincer, 1974, Chiswick, 1974, and Grossman and 
Benham, 1973. 

The model was specif ied as fol lows- let  YI 
denote the Log(hourly wages), and le t  (VI , . . . ,Vm) 
denote the set of covariates (main effects and 
in teract ions) ,  then for each person, i ,  who 
responded, the log of hourly wage, Y l i ,  is 
specif ied as- 

YI i = Constant + #i * VI + . . . . . .  + #m * Vm; 

SURREGR I (Holt 1977) was used to estimate 
the coef f ic ients  of the semi-log model. SURREGR 
is a computerized procedure that derives weighted 
least squares estimates of regression parameters, 
and tests for hypothesis when complex survey data 
are used. 

Since the model is f i t t ed  using data from 
respondents only, there is a potent ia l  for 
selection bias (as mentioned above). To adjust 
for selection bias, a two step estimator is used 
(Olsen, 1980; Mitchel l  et a l . ,  1986). The f i r s t  
stage employs ordinary least squares to construct 
an estimator which accounts for the nonrandomness 
of the sample, and is denoted by PRI. Thus PRI 
is a new regressor which explains the nonresponse 
and, when included in the regression models, 
corrects for the poss ib i l i t y  of select ion bias 
with respect to the observed dependent 
variable. Olsen shows in his paper (1980) that 
th is correct ion leads to a s imi lar  correction 
factor as the M i l l ' s  ra t io .  In the second step 
of modeling, th is addit ional regressor, PRI, is 
included in the or ig inal  model, and the person's 
log hourly wage is adjusted for selection bias; 
the new model is then estimated by weighted least 
squares, SURREGR in th is instance. The new model 
incorporating the selection bias term is then- 

Yl i = Constant + #i * V l i +  . . . . . .  + #m * Vmi + PRIi 

and, the sample person weight which is determined 
by the survey design is adjusted by the selection 
weight, WGTI, where 

= *(I-PRI )) WGTI I/(JPRI~ ~ • 

Table 1.0 provides the estimates of the 
coef f i c ien ts ,  the respective standard errors,  and 
t h e ~  value indicat ing the level of s igni f icance 
af ter  the adjustment for selection bias. 

A second adjustment was made af ter  predict ing 
the hourly wage using the model. This adjustment 
was suggested to correct for bias introduced by 
the retransformation of the "log of hourly" wages 
to "hourly wages" (see Duan et a l . ,  1982). 

Years of education, most occupations, number 
of hours a week a person works, the North central 
and the South regions, SMSA, experience, and em- 
ployment status of the spouse are s t a t i s t i c a l l y  
s ign i f i can t .  The variable explaining the experi- 
ence as well as the interact ions of mari tal  
status and gender are s t a t i s t i c a l l y  s i g n i f i -  
cant. Gender is included but is not s t a t i s t i -  
ca l ly  s ign i f i can t ,  and wi th in the d i f fe ren t  
racial  groups, only Hispanics have a s t a t i s t i -  
ca l l y  s ign i f i can t  ef fect .  The se lec t i v i t y  bias 
introduced in the equation is s ign i f i can t  at 

= 0.05, indicat ing that the propensity to 
report has an ef fect  on the log of the hourly 
wage. 
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Table 1.0. Parameter Estimates for  the Log of 
Hourly Wages 
Variable Estimate Standard error 

. . . .  

Constant . . . .  1.29 0.15 
Gender -0.07 0.05 0.15 
Race 

Blacks -0.02 0.02 0.17 
Hispanics -0.06 0.02 0.01 * 
Non-Whites -0.06 0.04 0 . I I  

Years of education 
9-11 0.I0 0.03 <0.01 * 
12 0.19 0.03 <0.01 * 
13-16 0.28 0.03 <0.01 * 
16+ 0.50 0.03 <0.01 * 

Occupations 
Managerial & 
professional 0.03 0.03 0.22 

Sales -0.03 0.03 <0.01 * 
Administrat ive -0.14 0.02 <0.01 * 
Precision 
production -0.05 0.02 0.06 

Operators, 
fabr icators  
laborers -0.15 0.02 <0.01 * 

Transportation -0.12 0.03 <0.01 * 
Service occupation -0.40 0.02 <0.01 * 
Laborers/ 
not Farming -0.26 0.03 <0.01 * 

Farming managers -0.50 0.14 <0.01 * 
Farming operators -0.45 0.05 <0.01 * 

Unknown -0.18 0.07 0.02 * 
No. of hours working 

Full time/one job 0.I0 0.02 <0.01 * 
Fu I 1 t i  me/more 
than a job - I .68  0.75 0.03 * 

Region 
North Central -0.09 0.02 <0.01 * 
South -0.14 0.02 <0.01 * 
West -0.02 0.02 0.41 
SMSA 
Noncertainty SMSA-0.13 0.02 <0.01 * 
Other SMSA 

No. of chi ldren 
Experience 
Spouse Employed 
Spouse reported 
wages 

Mari tal  Status 
Never married 
Widowed 
Divorced 
Separated 

EXPERIENCE 1 
Race * Gender 
White males 
Black males 

-0.21 0.02 <0.01 * 
-0.002 0.01 0.76 
0.03 0.002 <0.01 * 

-0.07 0.03 0.02 * 

0.02 0.02 0.52 

-0.05 0.03 0.05 * 
-0.01 0.03 0.70 
-0.03 0.01 0.26 
-0.09 0.04 0.02 * 

-0.0001 <0.0001 <0.01" 

0.11 0.03 <0.01 * 
0.01 0.04 0.80 

Mari tal  Status * Gender 
Married male 0.31 0.05 <0.01 * 
Male never married 0 . I I  0.05 0.04 * 
Widowed male 0.24 0.I01 0.02 * 
Separated male 0.25 0.06 <0.01 * 
Divorced male 0.33 0.06 <0.01 * 

Se lec t i v i t y  Bias 0.71 0.28 0.01 * 
~2 = 11614 

: 0.40 
• S ign i f i can t  at =0.05 

Modeling Nonresponse to Hourly Wages 
One of the major issues debated when 

imputation st rategies are used is whether non- 

reporters and reporters have s imi la r  
charac te r i s t i cs .  L i l l a r d  et a l .  (1978) noted 
that non-reporters on income are e i ther  the high 
earners or those that earn very l i t t l e ,  or are 
below the poverty leve l .  Moreover, they state 
that those who do not report  income are 
systemat ical ly  d i f f e ren t  than those who do. For 
economists, the important question is whether 
non-reporters d i f f e r  in the i r  income from 
reporters,  and whether such di f ferences are f u l l y  
captured by variables used to define the pool of 
"donors" in the imputation. Thus modeling and 
understanding nonresponse is an in tegra l  part of 
imputation even when model-based imputation is 
used. 

Major reasons for  nonresponse to wage or 
income questions are general ly" (I) a demand for  
pr ivacy; (2) a fear for  governmental uses of the 
data, pa r t i cu l a r l y  for  income tax rates; or, (3) 
a pr ice of time for completing the survey. These 
cannot be modeled d i r e c t l y ,  and surrogate 
measures as covariates are used to quant i fy  
them. Since response/nonresponse is a binary 
var iab le,  stepwise l o g i s t i c  regression was used 
as the empirical model. 

Let RI- denote whether the i th  person provides 
the hourl~ wage, YI i ,  or not. Then, 

= I when YI- > O, and 
Rli 0 otherw~ se. 
Let (X I ,  . . . . . . . .  X n) be the set of covariates, 
then 

Log { P [ R ( i ) ] / [ I - P [ R ( i ) ]  ])= 

= Bo + BI XI + . . . . . . . . . . .  + Bn Xn" 

This model views the outcomes of the dependent 
var iable as a p robab i l i s t i c  event, and the 
coef f i c ien ts  of the model as the marginal changes 
in p robab i l i t y  associated with each of the 
independent var iables.  

Table 2.0 summarizes the estimates of the 
coef f i c ien ts  and the i r  respective standard 
errors.  The s ign i f icance levels for  these values 
are a l l  less than 0.0001, thus the estimates are 
highly s i gn i f i can t .  One s i gn i f i can t  resu l t  of 
th is  model is the fact  that ,  i f  a spouse did not 
report wages there is a high l i ke l ihood that the 
respondent did not report  wages. This trend 
indicates the p o s s i b i l i t y  that for  married couple 
there was one proxy respondent. Also, persons 
from service occupations were less l i k e l y  to 
respond to the hourly wage question. 

Table 2.0 Modeling Nonresponse using Logis t ic  
Stepwi se Procedure 
Variable Estimate Standard Error 
Constant 2.30 0 0008 
Spouse reported 
wages 2.61 0.0010 

Spouse employed -1.54 0.0008 
Gender -0.5230 0.0007 
Northeast -0.4353 0.0007 
Race (black/ 

not black) -0.46 0.0009 
No. of chi ldren 0.18 0.0003 
Experi ence -0. Ol O. 0002 
Service 
Occupations 0.31 0.0010 

Gender * Divorced 0.35 0.0022 
Divorced persons 0.15 0.0015 
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Imputation Of Hourly wages Background 
Imputation strategies include logical imputes 

of the data, mean value imputes--replacing 
missing values by means, cold deck and hot deck 
imputation, model-based and mult iple 
imputation. The mean value imputes or the cold 
deck approach are not considered for th is 
analysis because of the need to estimate the wage 
d is t r ibu t ion  nat ional ly ,  using donors from the 
same data base. 

Comparison of the Dif ferent Imputation Strategies 
Imputation strategies should incorporate 

knowledge accumulated during the data co l lec t ion,  
and t ry  to preserve certain properties already 
existent in the data base. Those include: 
o Preserving the d is t r ibu t ion  of hourly wages. 
o Providing a mechanism to compute sampling 

errors which ref lects the fact that some data 
has been imputed. 

o Avoiding extrapolat ion beyond the reach of the 
data. 

o Accounting for contextual knowledge about 
variables in the data base. 

o Maintaining the representativeness of the 
sample, and reducing the nonresponse bias. 

In order to assess the d i f fe ren t  imputation 
techniques we have assumed that model-based 
imputation is a standard to which other tech- 
niques are compared. That decision was based on 
previous research by L i l l a rd  et al. (1982), who 
advocated model-based imputation as opposed to 
hot decking, mainly because i t  maximizes the use 
of contextual knowledge of responses and non- 
response in the data base. The comparisons are 
designed to examine the differences among means 
and proportions obtained af ter  implementing each 
imputation strategy. Also, in order to measure 
the re la t ive  increase in variance due to imputa- 
t ion,  we compared variances of estimators 
computed af ter  each of the three imputation 
strategies,  to the variance obtained af ter  the 
model-based imputation is implemented. 
Estimation of bias or mean squared error (MSE) 
w i l l  be done as a fol low-up paper, and those 
s ta t i s t i cs  may indicate which of the imputation 
strategies are coming closer to the t ru th.  

Mean Hourly Wages Using Di f ferent  Imputation 
Strategies 

. . . .  

The mean hourly wage is computed, and the 
standard errors are computed for each set of 
imputed values using the Taylor l inear izat ion 
procedure, which accounts for the complex survey 
design of the NMES. Table 3.0 summarizes the 
mean hourly wage, the respective standard error,  
and the overall  variance; i t  also provides the 
variance of the estimators and an estimate of the 
overall standard errors for the hot-deck and the 
Bayes mult ip le imputation techniques. These 
standard errors incorporate the variance within 
and between the three imputed values. A Z-test 
was performed to test whether there is a s ta t i s -  
t i c a l l y  s ign i f i cant  di f ference between the mean 
hourly wage using the model-based imputation, and 
each of the remaining imputation strategies: (I) 
nonresponse adjustment; (2) mult iple imputation 
using the hot deck; and (3) mult ip le imputation 
using Bayes. In these comparisons we assumed 
that the model-based approach to be a standard. 

wo addit ional measures are provided in Table 
3.0c: RV(1) and RV(2). RV(1) is the ra t io  of 
the variance of the mean hourly wage using one of 
the three imputation techniques, to the variance 
of the mean hourly wage obtained when the model- 
based approached is applied (variance for the 
same estimator). RV(2) is the rat io  of variance 
of the estimated mean hourly wage using the 
mult ip le imputes obtained from the Bayesian 
approach, to the variance of mean hourly wage 
obtained using the mult ip le hot deck impu- 
ta t ion.  The column providing the "mean value" in 
the table gives the mean of the imputed values. 

From the results summarized in Table 3.0 i t  
can be seen that the mean hourly wage is rela- 
t i ve l y  stable except for the case when the 
Bayesian approach is used; even then, the d i f f e r -  
ence is less than one dol lar  an hour. The mean 
is only s l i gh t l y  higher when comparing means 
obtained using the hot deck mult ip le imputes to 
the model-based imputes: $9.5649 compared to 
$9.4075; a dif ference of, $0.1574. The mean 
using the nonresponse adjustment is $9.552 which 
is very close to the one obtained from the mult i -  
ple hot deck. The mean using the Bayes approach 
is highest at $10.0489. I t  is $0.6414 higher 
than the one from the model-based approach, and 
$0.4840 higher than the mean obtained using 
mult ip le hot deck. Thus, the maximum difference 
in the mean hourly wage is at 64 cents, which can 
y ie ld  to a dif ference of $1331.2 in the annual 
wages for a f u l l  time employee. When comparing 
the d i f fe ren t  means, only the mean resul t ing from 
the Bayesian imputes is s ign i f i can t l y  d i f fe ren t  
from the mean computed af ter  a model-based 
imputation; the others are not s t a t i s t i c a l l y  
d i f fe ren t .  

The standard errors are stable, and they in- 
crease when the mean increases, accounting for 
more v a r i a b i l i t y  introduced by the imputation 
technique. There is an increase of 8% in the 
variance af ter  "hot decking" over the variance 
estimated af ter  using the model-based strategy. 
The increase in variance of the mean hourly wage 
obtained af ter  Bayes imputes is 29%, and the 
increase in variance af ter  the nonresponse 
adjustments is 35%. The ra t io  of variances of 
the two mult ip le imputes, Bayes versus hot deck, 
shows an increase of 19% in variance i f  the Bayes 
imputation is used. These results support other 
f indings indicat ing that model-based imputations 
y ie ld smaller standard errors. Until one exam- 
ines some measures of bias one cannot conclude 
whether this is due to an underestimate of the 
variance, or this results in a more precise 
estimate of the variance. This result  also 
indicates that the increase in variance is most 
notable when implementing nonresponse adjust- 
ments, thus increasing the potential  for 
nonresponse bias. 

Mean. Hourly Wag e by Occupation Using Di f ferent  
Strategies. 

Table 4.02 summarizes the results of compari- 
sons among the various imputation strategies.  
The estimates being compared are the mean hourly 
wages within twelve occupation subgroups. A Z- 
test for the dif ference of the mean hourly wage 
is computed assuming that the mean hourly wage 
af ter  model-based imputation is a standard. None 
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of Z-tests were significant except when using the 
Bayesian multiple imputation approach. Although 
the difference between the model-based and the 
multiple imputation using Bayes is s ta t is t ica l ly  
significant, the actual magnitude of the d i f fer-  
ence in means is less than one dollar, indicating 
there any imputation strategy would have resulted 
in a comparable mean hourly wage when examining 
the different imputation subgroups. 

For the nonresponse adjustments there is an 
increase of 10% to 50% in the variance over the 
model-based imputation, with a four fold d i f fer-  
ence for the group that has not reported its 
occupation. The minimum increase in variance is, 
for the "operatives", 10%, followed by the "ser- 
vice workers" at 18%. A lower increase in 
variance is detected when "hot decking": 4% to 
22%, except for a single occupation group where 
the variance decreases by 4%, the "operatives". 
The highest increase in variance is exhibited for 
the "farm laborers and foremen" at 32%. When 
using Bayes, that increase ranges between 1% and 
222%. The largest increase in the variance is 
for the group which has not reported its occupa- 
tion. When examining the ratio of hot-deck 
variances versus the Bayes variance, the increase 
indicates that the Bayes yields, in most cases 
more conservative estimates, since the variances 
are higher. 

This comparison indicates that, although the 
mean hourly wage computed after implementing each 
imputation strategy is not always s ta t is t ica l ly  
different in any of the comparisons conducted, 
the impact of the choice of imputation strategy 
is most apparent when computing the variance of 
the mean. The decision of which imputation to 
use can be led by the decision of how conserva- 
tive the estimate should be. 

Comparison of the Distributions of Hourly 
Wage 
The distribution of the hourly wage is obtained 
after each imputation technique has been 
executed. In this analysis, the distribution 
after executing the model-based imputation is 
assumed to be a standard and all other 
distributions were compared to i t .  There is a 
s ta t is t ica l ly  significant difference in the 
proportion of the population obtained in a 
subgroups after the nonresponse adjustments have 
been completed: 
o The population subgroup earning an hourly wage 

that is below the minimum hourly wage, $0.01 - 
$3.50 an hour 

o The population subgroup earning above the 
minimum hourly wage, between $5.01 - $7.50 an 
hour, 

o The population subgroup located in the 
beginning of the upper ta i l  of the 
distr ibution, those earning between $20.01 - 
$50.00 an hour. 

These differences exist, and are s ta t is t ica l ly  
significant after "hot decking" and after 
imputing using Bayes theory. I t  is possible 
that, for these three subgroups of the 
population, the model-based approach results in 
an under estimation of the proportion of the 
population. When using the multiple Bayes 
approach there is one additional subgroup where 
the difference in proportion is s ta t is t ica l ly  
significant, the group earning between $7.51 and 

$10 an hour. Also, the proportions for those 
earning less than $3.50 an hour are not 
s ta t is t ica l ly  signif icantly different. 

The increase in var iabi l i ty  of the proportions 
within subgroups, RV(1), is generally greater 
than 1, indicating that the model-based approach 
yields smaller variances, regardless of the 
estimators of interest. The increase in variance 
is most pronounced when using the multiple 
Bayesian approach. The increase in variance is 
the highest at both ta i ls  of the distr ibution. 
The increase in variance is most pronounced for 
the subgroup of the population earning between 
$50 and $75 an hour. The ratio of the variance 
is a relative measure, the actual difference 
between the variances is not large. 

Conclusions 
In this paper we have summarized the results 

of imputing hourly wages for NMES using the 
various imputation strategies described in the 
l i terature. The results of this exercise indicate 
only that at,15% item nonresponse, the various 
imputation strategies yield comparable means and 
proportions. Larger differences are apparent 
when using the multiple Bayes approach. 

The various imputation strategies yield 
comparable means and proportions. Larger 
differences are apparent when estimating means 
than when estimating proportions. Thus, each of 
these imputation techniques is designed is 
preserve the distr ibution of the variable. On 
the other hand, the variances associated with 
these estimators show a higher degree of sta- 
b i l i t y  within an imputation technique for the 
estimates of proportion than for the estimates of 
the means. 

Therefore these imputation techniques do 
preserve the distribution of the variable being 
analyzed. The two imputation techniques that 
provided a mechanism for computing variance due 
to imputation are the multiple hot-deck and the 
multiple Bayes. For the hot-deck, the variance 
due to imputation for "hourly wage", with a 15% 
item nonresponse is very small, in some cases 
non-existent. For the Bayes approach the 
variance due to imputation is large and very 
pronounced in the estimates of the mean. I t  is 
not clear whether this is an estimate due to 
imputation that is not captured by the other 
methods, or whether this is an art effect of the 
imputation technique used. These results cannot 
be generalized for any other variable, or at any 
other level of nonresponse. 

The log hourly wage model accounted for the 
contextual knowledge about variable in the data 
base. This model, as well as the model 
explaining the patterns of nonresponse was the 
foundation for developing al l  imputation 
procedures. Thus, a careful specification up- 
front of the models may be a worthwhile 
investment, which can lead to a cleaner data 
base. 

In terms of costs and other practical 
consideration, i t  is not clear which of the 
methods is more expensive. The element that is 
clear is the increase in the complexity of the 
data base, and the increased effort required for 
analyzing multiply-imputed data bases. For a 
large and complex survey such as NMES, one has to 
have an overwhelming just i f icat ion for carrying 
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observations, and the number of potential 
variables to be included in any one analysis, can 
be exorbitant.  

In fol lowing research (to be submitted at the 
winter meeting) we w i l l  address the issue of 
which of these techniques lead us closer to the 
" t ru th" .  In order to do that a subgroup of the 
respondents w i l l  be selected and converted to 
"nonrespondents", and the i r  values w i l l  be 
imputed. The imputed values w i l l  be compared to 
the reported values and estimates of bias as well 
as mean squared errors w i l l  be produced. An 
addit ional dimension w i l l  be added to this 
research, addressing the issue that is not 
discussed openly in the l i t e ra tu re :  At what 
point we cannot impute because there is not 
su f f i c ien t  information to be used for re l iab le  
imputation. The proportion of nonrespondents 
w i l l  be set at d i f fe rent  rates, imputation w i l l  
be conducted, and again, bias and mean squared 
error computed. 

1There is,  current ly ,  no di rect  measure of labor 
market experience. Therefore we fol low the 
convention of computing experience as a 
difference between current age, and years of 
completed schooling, while adjusting for 
beginning year of schooling, a r b i t r a r i l y  set at 
age 6. 

2All tables are available from the author. 
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