
A GENERALIZED A P P R O A C H  FOR THE SAMPLING AND ESTIMATION OF S U B - A N N U A L  BUSINESS SURVEYS 

M.A. Hidiroglou and G.H. Choudhry, S ta t i s t ics  Canada,  Ot tawa ,  KIA 0T6, Canada 

A s t r a t e g y  for  se lec t ion,  ro ta t ion  and 
maintenance  of samples  of sub-annual  business surveys 
is proposed.  The sample  design is a s t r a t i f i ed  
c lus te red  design, with the s t r a t i f i ca t ion  being car r ied  
out on the  basis of industry, geography and size. 
P rocedures  for  the  initial  se lec t ion  of births, r emova l  
of dea ths  and implement ing  changes in c lass i f ica t ion  
are  outl ined.  Rota t ion  of the  sample  is ca r r ied  out 
under  t ime in and t ime  out cons t ra in ts  and an in- 
scope business must respec t .  

A number  of e s t ima to r s  including the d i rec t  
e s t ima to r  and Mickey's e s t ima to r  have been eva lua ted  
in an empir ica l  s tudy under  various survey condit ions.  
The problem of var iance  es t ima t ion  has also been 
considered using the  Taylor  l inear iza t ion  method and 
the jackknife  technique.  
KEY WORDS: Continuous Surveys,  Sample Updating,  
Sepa ra t e  Ratio Es t imator ,  Variance Es t imat ion  

I. INTRODUCTION 

With the advent  of the Business Survey Redesign 
Pro jec t  at S ta t i s t i cs  Canada,  a number  of annua l  and 
sub-annual business surveys are  being redesigned and 
will be fully in t eg ra ted  with the new Cent ra l  F r ame  
Data  Base (CFDB). The Cen t ra l  F rame  Data  Base is 
the new Business Regis te r  f rom which all business 
surveys at S ta t i s t i cs  Canada  will draw thei r  universes  
and samples.  The survey processes  are  to be 
comple te ly  in t eg ra ted  with the CFDB and all 
funct ions r e l a t ed  to the CFDB will be redesigned,  e.g. 
f r ame  ex t rac t ion ,  sample  se lec t ion  and mail-out ,  e tc .  

The exis t ing sys tems,  opera t ing  off the previous 
Business Regis ter ,  need to be redesigned in order  to 
per form the above funct ions as well as others ,  such as 
processing the survey da ta  (which includes edit  and 
imputat ion,  weight ing and es t imat ion ,  tabula t ion  and 
da ta  dissemination).  The redesign of these  sys tems  
has proceeded  on four fronts:  i) sampling, ii) da ta  
cap ture  and pre l iminary  edit,  iii) s t a t i s t i ca l  edi t ing 
and imputat ion,  and iv) weight ing and es t imat ion .  
The methodology and sys tems for these  four f ronts  
require  s tandard iza t ion  of methods and concepts ,  
f lexibil i ty,  pa r ame te r i za t i on ,  as well as easy 
modif icat ion and expansion capabi l i t ies .  

In this paper,  the focus will be on the 
methodology which has been adopted for the sampling, 
weight ing and es t imat ion  of sub-annual  business 
surveys.  For these  surveys,  the r equ i remen t s  are tha t  
the sample design must be robust,  s imple and provide 
valid e s t ima te s  over  t ime.  It must cope with a 
universe changing on account  of births, deaths ,  splits,  
mergers ,  and amalgamat ions .  It must have the 
capabi l i ty  to reduce  response burden, by ro t a t ing  units 
in and out of the sample on a regular basis, subject to 
constraints on the time in and out of sample. It must 
be able to accommodate re-stratification of the 
universe and redraw an efficient sample in mid- 
stream, while maximizing the overlap between the old 
and new samples. The user must be able to specify 
the sample sizes or expected coefficients of variation. 
For the weighting and estimation system, the 
requirements are as follows. Unbiased (or nearly 
unbiased) estimates must be produced along with the 
associated measures of reliability (coefficients of 
variation). The user must be able to specify domains 
of interest for which estimates are derived, the 
domains being defined on the basis of information 

avai lable  on the survey da ta  files.  The sys tem should 
produce unbiased or near ly  unbiased e s t i m a t e s  for  
these  domains.  It must be able to cope with 
inf luent ia l  observat ions  which have been va l ida ted  by 
the edits  and/or  r e - c o n t a c t  with the respondent  but 
which could d is tor t  e s t ima te s  because of the i r  very  
large contr ibut ions  to the e s t ima te .  

2. SAMPLING STRATEGY 

The s t r a t i f i ca t ion  of a business universe is usually 
based on industry,  geography and size. The size 
measure  can be univar ia te  (sales, number  of employees)  
or mul t i -va r ia te  ( revenue and assets).  In our con tex t ,  
the s t r a tum will be a c ross-c lass i f ica t ion  of industry,  
geography and size ca tegor ies .  The sample  design 
which has been adopted is tha t  of a simple random 
sample  of randomly formed panels (clusters)  within 
each of the  s t r a t a .  Each panel can represen t  a group of 
units or a single unit. All units within a se l ec ted  panel 
are  included in the sample.  Given this design, 
procedures  for the initial se lec t ion  of the sample,  the  
se lec t ion  of births,  r emova l  of dea ths  and implement ing  
changes in c lass i f ica t ion  are outl ined. The pr imary  
objec t ive  of the s t r a t egy  is to ensure tha t  the sample  
r e f l ec t s  the cur ren t  s t ruc tu re  of the population.  
Rota t ion  of the  sample will take  place under ce r t a in  
cons t ra in ts  such as keeping the se lec ted  units 
(businesses) in the sample  for a ce r ta in  period of t ime 
and keeping them out of the sample for at least  a 
ce r ta in  period of t ime a f t e r  they have ro t a t ed  out of 
the sample.  

The methodology which per fo rms  the  above 
funct ions is br ief ly  summar ized  as follows. For each 
s t r a tum h, the N h populat ion units within tha t  s t r a tum 
are randomly a l loca ted  to a p rede t e rmined  number  "Ph" 
of population panels, so that ,  init ially the number  of 
units be tween  any two panels di f fers  by at most one 
unit. The number  of panels is a function of sampling 
ra tes ,  and t ime- in  and t ime-ou t  const ra in ts .  It may be 
noted tha t  in order  to achieve unbiasedness,  the t ime- in  
and t ime-ou t  cons t ra in ts  may have to be some t imes  
violated.  The sample consists of units assoc ia ted  with a 
subset  "Ph" of populat ion panels such that  ph/Ph is 
approx imate ly  equal to the sampling f rac t ion  fh" Rota-  
t ion of the  sample occurs  by acquir ing an ou t -o f - sample  
panel and dropping an in-sample panel. Births are 
randomly a l loca ted  to the  Ph populat ion panels, one at a 
t ime,  in a sy s t ema t i c  fashion. Deaths  are removed  
from the s t r a tum only if they are  d e t e c t e d  by a source 
independent  of the  survey or if they have been dead for 
longer than a prespec i f ied  period of t ime.  
Res t r a t i f i c a t i on  of the populat ion and the subsequent  
sample redraw,  adopts  techniques  proposed by Kish and 
Scot t  (1971). The sample  redraw maximizes  the over lap 
be tween  the old and the new samples.  There  are  
obvious advantages  to redrawing  the sample  in this 
fashion. First ,  it minimizes the in t roduct ion of too 
many new units in the sample  resul t ing  in a smoo the r  
t rans i t ion  f rom an opera t iona l  point of view, and 
minimizes cost .  Second, discont inui ty  the e s t i m a t e s  on 
account  of sample  redraw is kept  to a minimum. 
We now descr ibe  in de ta i l  each of the  sampling 
functions.  

2.1 Strat i f i ca t ion  and Sample  Al locat ion  

The pr imary  s t r a t a  are  in te rsec t ions  of the 
industry and geographic  regions for  which e s t i m a t e s  are 
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desired f~ he  survey. Within these primary strata, 
further s~; : : ~  are formed by the size of the unit (e.g. 
sales, number of employees, revenue). Because of the 
highly skewed nature of businesses, the size 
stratification within each primary stratum allows for a 
'take-all' or complete enumeration stratum and a 
number of strata for sampling called 'take-some' strata. 
The boundary for determining the take-all stratum is 
determined by a method introduced by Hidiroglou 
(1986). Basically, the method finds the optimum 
boundary in a primary stratum so as to minimize the 
overall sample size for a given coefficient of variation. 
The method is optimal when two strata within the 
primary stratum are formed: i.e. - a take-all and a 
take-some stratum. Lavall~e and Hidiroglou (1988) 
provide an iterative procedure when the primary 
stratum is to be split-up into a take-all stratum and a 
number of take-some strata. The method yields 
optimum boundaries so as to minimize the overall 
sample size for a given coefficient of variation and a 
chosen allocation scheme for the take-some strata. 
This method is not implemented in the current system. 
It will be added later. Further improvements to the 
Lavall~e-Hidiroglou algori thm will include const ra ined 
opt imizat ion.  That  is, given the previous condit ions and 
some fixed boundaries which must be respec ted ,  the 
remaining boundaries will be found in an opt imal  
manner so as to sat isfy the required conditions.  The 
current  system also allows for the prespec i f ica t ion  of 
t ake-a l l  units. Also, given some input rules, complex 
s t ruc tured  units are au tomat ica l ly  made t ake -a l l  by the 
system. 

Current ly ,  the boundaries for the take some s t r a t a  
are obtained e i ther  using the cumulat ive  square root "f" 
rule introduced by Dalenius-Hodges (1959) or the 
cumulat ive  square root "X" rule given by Hansen et al. 
(1953). Here, X is a key variable of s t r a t i f i ca t ion  
avai lable on the f rame.  An a l t e rna t ive  way to obtain 
the boundaries is to simply specify them to the system 
via a p a r a m e t e r  file. This method is not optimal.  It 
must also be noted tha t  the system can compute  
opt imum boundaries given an input boundary. This is 
necessary  because not all key variables  (such as sales) 
are avai lable on the CFDB. The boundary which has to 
be taken into account  is the one which separa tes  the 
larger  units ( In tegra ted  Portion) from the smal ler  units 
(Non-Integra ted  Portion).  

The sample sizes for each pr imary s t r a tum can 
e i ther  be en te red  or computed so as to sat isfy  
re l iabi l i ty  cr i te r ia ,  while respec t ing  the required 
a l locat ion scheme. Given tha t  the t ake -a l l  sample size 
has been taken into account ,  the remaining sample size 
is a l loca ted  to the t ake-some s t r a t a  within the pr imary 
stratum, proportional to the N Y or X Y where N is the 
number of units in the stratum, X is the stratum total 
for the key variable being considered, and the power "y" 
is suitably chosen to increase the efficiency of the 
allocation. The advantages of power allocations are 
discussed in Bankier (1988). The allocation is 
prespecified by the user. These allocations can then be 
adjusted to achieve desired minimum sample sizes 
and/or maximum weights by stratum. The reliability 
criteria can be associated to the primary strata in one 
of two ways. First, the user can prespecify them for 
each primary stratum. Second, the user can enter a 
global level of reliability (c.v.) which is then 
apportioned to the primary strata as follows. The 
global (national) c.v. is split out so that the c.v.'s for 
each industry group and geographic region are equal. 
An iterative process using a raking ratio algorithm is 
then used to determine the desired c.v.'s within each of 

the primary strata. These c.v.'s can be controlled by 
entering a lower and upper bound into the system. The 
stratification and allocation system is described in 
greater detail in Latouche and Hidiroglou (1988). 

2.2 Init ial  Selection 

The selection procedure for each take-some 
stratum h consists of the following steps: 

i) the sampling fraction, fh=nh/Nh, is determined 
where n h and N h respectively represent the sample 
and population sizes in terms of number of units. 
This will be based on sample size determination 
procedures adopted for the survey. 

ii) The selection procedure requires that the sampling 
units in stratum h be grouped into a certain number 
Ph of population panels (clusters). The number of 
Ph population panels is determined as follows. If 
there is no "time-out" constraint, then the number 
of population panels is simply determined by 
multiplying the inverse of the sampling rate and 
the number of occasions that a unit must be in 
sample. This  straightforward procedure cannot 
ensure that the units stay out of the sample for at 
least a certain period of time after they rotate out 
of the sample. The algorithm which ensures that 
this requirement is satisfied is provided in 
Appendix A. Letting Ph and Ph respectively be the 
number of population panels and in sample panels 
for stratum h, we require that the sampling 
fraction fh be approximately equal to ph/Ph. In 
determining the number of population and sample 
panels, it is considered that keeping units in the 
sample for a little longer than the usual period is 
less of a response burden than allowing them back 
in the sample before the expiry of a required 
number of occasions that they must be kept out of 
the sample. 

(iii) The next step is to assign the population units to 
the panels. Two cases arise: 

a) The initial population size N h is g rea te r  than or 
equal to the predetermined number of 
population panels Ph" That is, Nh=mhPh+rh when 
mh.>i and rh.>0. Assuming that the population 
units have been randomized and numbered i ,  
2 . . . . .  Nh, they are sequentially and in modulo 
fashion assigned to the panel numbers 1 through 
Ph" The ordering i,  2, ..., Ph of the panel 
numbers is termed as "assign ordering". Hence, 
unit i is assigned the first panel and so on, the 
unit Ph going to the Ph-th panel. The unit Ph+1 
is again assigned to the first panel and so on. 
This eventually results in having the first "rh" 
assign panels with (mh+l) units and the next 
(Ph-rh) assign panels with m h units. 

b) The initial population size N h is less than the 
predetermined number of population panels Ph- 
That is, Nh<P h. In this case, the N h units are 
randomized and sequentially assigned equi- 
spaced panel numbers ranging from i to Ph 
resulting in N h panels having one unit each and 
Ph-Nh empty or dummy panels. 

(iv) The units are assigned a "rotation ordering". This 
is the ordering which will determine which units 
are in sample. 

If Nh>..Ph, then the rotation ordering is a random 

permutation of the Ph assign ordering. That is, 

each assign ordering i will be assigned a rotation 
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ordering number rhi, such that  l.<rhi.<P h and 

rhi#rhj for i#j. The population units acquire the 

r h i - t h  rotat ion ordering if they had been originally 
assigned the i - t h  assigned ordering in s t ra tum h. 

If Nh<Ph, the rotat ion ordering is a random per- 
mutation of the N h non-dummy panels labelled t l ,  
t 2, . . . ,  tNh where 1.<tl<t 2 ... <tNh.<P h. Denoting 
this permutat ion as rh i ,  where 1.<rhi.<P h and 
r h i # r h j  for i# j ,  the population units acquire the 
r h i - t h  rotat ion ordering if they had been originally 
assigned the i - th  assign ordering in s t ra tum h. The 
procedure for generat ing the non-dummy panel 
labels is provided in Appendix B. 
Given that  Nh>.P h or Nh<P h, the actual  population 
units will be associated with C h non-dummy panel 
numbers where C h = rain (N h, Ph). Consequently, 
the initial sample consists of c h non-dummy in- 
sample panels where Ch.<Ph. The units belonging 
to the initial sample are those whose rotat ion 
ordering number is included in the closed sampling 
interval [1,Ph]. 

2.3 Sample Rotation 

On the first survey occasion, panels with rotat ion 
orders 1 to Ph are included in the sample. From then 
on, sample rotat ion is easily executed by shifting the 
sampling interval by one panel at each sampling 
occasion. On the t - t h  occasion, units in the sample are 
those population units whose rotat ion order is contained 
in the interval [ ( t - l )  rood Ph+l, ( t+Ph-1) rood Ph+l] 
if ( t - l )  rood Ph.<(Ph-Ph) and in the union of the 

intervals [1, (Ph-Ph) + ( t - l )  mod Phi a n d [ ( t - 1 )  rood 
Ph +1, Ph] otherwise. Effectively,  rotat ion occurs by 
dropping a rotat ion panel from in-sample and acquiring 
a rotat ion panel from out-of-sample in a modular 
fashion. 

2.4 Selection of Births 

Births occur as a result of s tar t ing a new business 
activity, or a change of industrial act ivi ty of a unit 
from out-of-scope to in-scope for the survey. 

Births will be first s t rat i f ied according to the 
part icular s t ra t i f icat ion used by the survey. Next, they 
will be sequentially given an assign ordering number as 
follows. Assuming that  the last assign ordering number 
was ~h, where 1.<~h.<Ch, then the qh- th  birth will be 
given the assign ordering number (~h+qh) rood C h. 
Assuming that  b h births have been processed, the new 
last assigned number to be used on the next occasion is 
(~h+bh) mod C h. The rotat ion ordering is then 
immediately obtained through the one to one 
correspondence between the rotat ion and assign 
ordering. When Nh<P h, births are only assigned to non- 
dummy panels. This procedure provides unbiased 
est imates .  

2.5 Removal of Deaths 

Deaths occur as a result of the terminat ion of 
business act ivi ty for in-scope units or changes of 
industrial act ivi ty from in-scope to out-of-scope to the 
survey. 

Deaths that  emanate  from a take-al l  s t ra tum are 
removed immediately  from the sample. Deaths that  
are part of the take-some sample are assigned a value 
of zero for est imation.  Deaths within the take-some 
stratum are immediately removed from the frame only 
if they are identified as such from a source independent 
of the survey process. Deaths that  are not thus 
removed will be taken off the frame only if they have 

been in this s tatus for longer than a given t ime period 
(currently two years). The assumption behind this 
procedure is that ,  beyond this t ime period, all deaths 
would have been identified on a universal basis. 

Giroux (1988) describes in detai l  the above 
functions. 

2.6 Changes in Classification and Resampling 

The sampling frame changes continuously due to 
births, deaths and changes of classification to 
population units, These changes in classification 
include changes in geography, industry and size. These 
changes will be de tec ted  more rapidly for in-sample 
units than for ou t -of - sample  units. Until all units in 
the population have been reclassified as of a given t ime 
period, changes in classification observed in the sample 
will be handled using domain est imation.  That is, the 
data  for a sampled unit will be tabulated in its current  
s t ra tum using the sampling weight for the original 
s t ra tum where it was selected.  Furthermore,  it must 
be noted that  out-of-sample units do not have their  
classification changed even though changes have 
occured, until all units in the universe have been re- 
classified. 

There are two procedures which can be used for 
handling changes in classification. We proceed first to 
describe the simpler one which can be summarized as 
follows. When it is known that a universal source has 
updated all units on the frame as of a given reference 
time period (which may be at least a year earlier than 
the current reference time period), all in-scope units to 
the survey (as of that reference period) are reclassified 
by industry, geography and size. This classification is 
next compared to the current one and those units for 
which the classification is different, are treated as 
deaths in the stratum where they originated and as 
births in the strata to which they currently belong. 
These births will then be selected within their new 
strata with the new selection probabilities. It must be 
noted that since not all units might have been re- 
classified, there will still be misclassified units on the 
frame. For sampled units, these misclassifications will 
continue to be handled via domain estimation. Also, 
although the procedure is quite simple to implement, it 
has several disadvantages. First, for in-sample units 
re-assigned as births, the time-in and time-out 
constraints may be violated, requiring special 
procedures in the contact and imputation systems which 
effectively by-pass the contact system and impute data 
for these units. Second, changes in classification may 
be severe enough to require the examination of the 
stratification and subsequent sampling rates. It is for 
these reasons that a second procedure, adopted from 
the Kish-Scott (1971) procedure, was introduced by 
Hidiroglou (1988). The procedure is based on the 
property that each panel is a simple random sample out 
of the population units and it is summarized in what 
follows. 

For each new stratum, the required number of 
population and sample panels are computed using the 
new sampling rates as well as the time-in and time-out 
constraints which may also have changed. Each new 
stratum is broken out into a number of sets of units 
each of which has units coming from the same old 
stratum. These  sets are mutually exclusive and 
exhaustive, and each set consists of units that have the 
same new and old stratum classifications as defined in 
the Kish-Scott (1971) terminology. All the following 
operations occur within these sets. For each set, the 
sampling interval has proceeded at different rates and 
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it is important to recalibrate all units so that they have 
the same starting point. This operation, basically a 
modulo operation, re-assigns the previous panel 
numbers to all units within each set in such a way that 
if Ph and Ph are the previous number of population and 
sample panels, then units in sample will be those whose 
re-assigned panel belongs to the interval [ 1,Ph]. Given 
that M h units are in the origin set h, M h numbers rh  i are 
generated suchthat rhj : (ah+j-l)/M h for j=l , - . . . ,  
M h where a h is a uniform random number in the interval 
[0,i) .  The ranked (from low to high) rhj numbers are 
then associated with each unit in such a way that the M h 
population units within the origin set are ranked with 
their associated non-dummy panel numbers ranging 
from i to Ph. Note that ties, arising on account of 
having more than one sampling unit associated with a 
given non-dummy panel, are treated randomly. The 
rhj"s are used as a bridge to migrate to the new panel 
numbering system. Next, the old and new sampling 
rates are compared. If the new sampling rate is greater 
than or equal to the current sampling rate, no changes 
occur with the rhj'S. However, if the new sampling 
fraction is strictly smaller than the old sampling 
fraction, then the rhj'S must be modified. This modif- 
ication, which is necessary in order that the new 
sampling requirements, i.e. time-in and time-out 
requirements are met, is basically a shifting of the 
rhj'S by a constant (the difference between the old and 
new sampling rates). Given that C m non-dummy panel 
numbers are required for the m-th destination (new) 
stratum, C m disjoint intervals between 0 and 1 are 
formed. The rhj-'s are then assigned the panel number 
i ,  .... C m by observing to which interval they belong 
to, thus completing the resampling procedure. 

This procedure has several advantages. First, it 
minimizes the impact of re-classification on the 
estimates, on cost and respondent contact by 
maximizing the overlap between the new and old 
sample. Second, the most recent stratification of the 
universe, new sampling rates and new time-in and time- 
out constraints are allowed. 

3. WEIGHTING AND ESTIMATION STRATEGY 

The requirements of the weighting and estimation 
strategy have been stated earlier in the introduction. 
The resulting system must be flexible, expandable, 
menu driven, wi th  the input being provided by 
parameters (totals, means, ratios), domains of interest 
as well as weighting procedures (simple expansion, 
ratio, Mickey unbiased ratio). The estimation system 
must also at the very least support the sampling system 
which has just been described above: i.e. stratified 
clustered design. Also, since the required tabulations 
are obtained by summing over many sampling strata, 
care must be taken to obtain unbiased or nearly 
unbiased estimators in order to avoid aggregation bias. 
Choudhry (1988) has investigated the biases and 
efficiencies of these estimates in an empirical study. 
Moreover, the influential observations, that is units 
with relatively high weights and unusually large values 
as compared to other units within the same stratum, 
must be detected and treated. 

Computation of variance estimates will be made 
using the "d-values" introduced by Keyfitz (1957) or 
jackknifing procedures. 

Composite estimation can be used to advantage for 
producing more efficient estimates of totals and trends. 

3.1 N o t a t i o n  

As mentioned earlier, the stratum h(h : i ,  2, 
.... L) is defined at some given level of industry, geo- 

graphy and size. It is at this level that the basic 
sampling occurs. Domain estimation will be used to 
generate tables since it is a general procedure that also 
permits the movement of units between strata (strata 
jumpers). Domains are defined using existing data on 
the files (such as industry, geography, size and other 
characteristics) and their definition can be quite varied. 
A domain can span across all the sampling strata, be a 
subset of these strata or be defined within these strata. 
Examples of such domains, at the geographical level, 
are aggregations at the Canada level, the provincial 
level or the sub-provincial level (even though the 
sampling had occured at a higher level). Consequently, 
the sum of any domain set must always add up to the 
domain defined as their union. For this reason, we have 
opted to have all the estimation carried out separately 
in each stratum. 

Let Yhij be the y-value for the j-th unit in panel 

(cluster) i of stratum h. Let d6hij be an indicator 

variable defined as i if the h i j- th observation belongs 
to domain d, and 0 otherwise. Then, the parameter of 
interest is the population total d Y given by: 

where 

d Y = z z z (s Yh 
h i j d h i j  i j  

= ~, z z 
h i j dYh i j  

dYh i j  = Y h i j  i f  h i j  ~ d 

= 0 otherwise. 

We wi l l  consider a number of alternative 
estimators d? for the population parameter d Y and also 
their variance estimators V(d~). As described earlier, 
we have a sample of c h out of C h panels selected with 
simple random sampling. Let Nhi be the number of 
units in the i-th sample p a n e l .  Without loss of 
generality, we can assume that the c h sampled panels 
are indexed i=i, 2 . . . . .  c h. Let dYhi be the total 
response from the i-th sampled panel, i.e. 

Nhi 
= E dYhi j=1 dyhi j " 

All the estimators considered at the stratum level will 
be of the form 

c h 
dYh = i-~-i whi dyhi 

where Whi is the weight of each unit within the i-th 
sampled panel. It is important to write the estimators 
in the above form because we can associate a weight 
with each observation on the output microdata file. 
Estimators of d Y are obtained by aggregating over 
strata, that is, 

L 

d ~ = >-:. dYh 
h=l 

L 
and the corresponding variance is V(d~ ) = z V(d~h). 

h=l 
From now on, we will only work at the stratum level. 
Estimators and variance estimators are summed up 
from that level. 

3.2 Estimators of totals 

A. Simple Expansion Estimator 

The probability of selecting each panel is Ch/C h. 
Therefore, the design weight is Whi=Ch/C h for i : i ,  2, 
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We denote  the  e s t ima to r  as d~h(S) c h • " ' '  9 

c 
zhd~hi • 

i=1 

Ch/Ch 

Although this e s t i m a t o r  is unbiased, it may not be 
very efficient because it does not make use of available 
auxi l iary informat ion  concern ing  panel sizes.  As the  
var ia t ion  in the  panel  sizes increases,  this e s t i m a t o r  
becomes  more and more ineff ic ient  over t ime .  The 
e s t ima ted  var iance  of the  e s t ima to r  is given by: 

^ c h c z h (z 
V(dYh(s)) = ( 1 - f h ) c - - ~  i= l  hi - ~ h . )  2 

-1 
where Zhi = Whi dYhi' Zh. = Ch 

fh = Ch/Ch" 

c 
z h z and 
=1 hi 

Note that covariances between variables can easily be 
obtained by casting the above formula in its covariance 
analogue. For more details, see PC CARP (1986). 

B. Separate Ratio Estimator 

If the correlation between dYhi and panel  sizes 
Nhi , (where size is the number of units in each panel) is 
large, then efficiency gains can be realized through the 
ratio estimator defined as: 

where 

N h 
dYh(R) : ~h d~h(S) 

C h c C h 
= zh Nhi = ~hh nh" %i:i 

The rat io  e s t ima to r  can also be wr i t t en  as: 

N h c 
= z h dYhi . dYh(R) ~hh i=1 

Hence, the weight Nh/n h is the inverse of proportion of 
units in the sample instead of the inverse of the 
proportion of panels in the sample. 

One major drawback of this estimator is that it is 
subject to the ratio estimation bias. Consequently, if 
the bias tends to be positive or negative in the majority 
of the strata, its accumulated effect can be quite 
significant when aggregating over strata. The 

estimated variance of d ~ (R) for large c h is: 

Ch Ch 2 
= z (z -Zh ) V(dY(R)) ( l- fh) c -~  i:1 hi . 

where 

Zhi = Whi[dYhi-NhiCh I !h I dYhi ] 
i -  

and Zh. is as defined as in Sect ion 3.2.A. 

C. Unbiased and Nearly Unbiased Ratio Estimators 

We have considered a number of unbiased (or 
nearly unbiased) ratio estimators including Quenouille's 
(1956) jackknife estimator as well as Mickey's (1959) 
unbiased estimator. The appeal of these estimators is 
that they greatly reduce (or eliminate) ratio bias, 
especially when aggregated over strata. 

We first start with nearly unbiased estimators. 
Quenouille's estimator is given by 

Ch-i Ch 1 
dYh(Q) = NhCh(l - ~ )  r h - N h(ch-1)(1- ~hh) 

c r ~ j )  z h 

j - 1  

where  r h is the  ra t io  of the  sum of the  y-valu, e.~ to the  
of the  sizes of the sampled panels and r~ J) is the  sum 

ra t io  over remain ing  (Oh-1) panels when the  j - t h  panel  
is dropped. The weight  for this e s t i m a t o r  is: 

Ch-1 
: NhCh(1 _ __~_, )(._11_ n h bhi ) + Nhbhi Whi 

n 

1 1 with bhi Ch j ( # i )  nh-Nhj 

The bias of the above estimator is of order 1/Ch2 for 
large C h. Note that this bias can be further reduced to 
order I/ch3 using a Taylor expansion. The resulting 
estimator is 

^ Ch2 Ch-I Ch-2 
dYh(d) = Nh-- ~- ( i  - -~--h ) ( i  - --~-h ) r h 

Ch Ch-2 i r ( j )  
- Nh(Ch-Z)~ ( i -  ~hh)(Z - ~ 1  ~hh z 

J 
Ch-2 Ch Ch-i i 

+ 2 N h ( T ) ~  ( i  - ~hh)(1 - -~-h ) Ch(Ch_Z) 

z z r~ j 'k)  
j<k 

where r~ j) is as defined above and rh ( j 'k)  is the ratio 
H I I  

based on (Ch-2) units obtained by deleting two panels 
(j and k) at atime. 

The variance estimators for dVh(Q) and dVh(j) can 
be obtained by using the jackknife method. 

Next, we introduce Mickey's (1959) unbiased ratio 
estimator which is given by: 

N h c r~j) 
= z h + (Ch-Ch+1) dYh(M) ~hh j= l  

c dYhi ~n h c r ( j )  { Z h _ Z h } 

i=i ~h j=l 

where rh(J)- is as defined in Quenouille's estimator. The 
i i 

weighted form of the estimator is 

c h 
= z Whi dYhi dVh(M) i=l 

where Whi = [ Nh-nh (Ch-ch+l) ] b hi + (Ch-ch+l) 
with b hi as defined before. 

The corresponding estimator of variance is 
obtained via a jackknife procedure, leaving out one 
panel at a time and re-computing Mickey's estimator 
for the remaining (Ch-1) panels in the sample. Denote 

(~) for ~=i, 2, , each jackknifed estimator as dVhtM1~ I "'" 
c h where 

~(~) w~ ~1 
d h(M) = z i dYhi 

i ( ~ )  
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with w~ ~)i = INh-(nh-Nst)(Ch-Ch +2)]b~ ~)i + 
(Ch-Ch+2) 

and = c h---Z1 z nh_Nhj_Nh . 
j ( # i  ,~,) 

The jackknife variance es t imator  is then given by 

Ch-i c 2 
z h (z -~h. ) Vj(dC(h(M)) = (l-fh) ~ ~=i h~ ' 

c 
where Zh~ dY~ ~) = (M) and Zh = Ch I zh " ~=I zh~" 

Note that the above variance form can be used for 

all proposed estimators by suitably defining w~). For 
% 

the simple expansion estimator, 

w~ ~)i = Ch/(Ch-1) 

and for the ratio estimator it is 

w ~ )  = Nh/(nh-Nhp . ) .  

3.3 Est imator  of  a Rat io  

It is often required to estimate the ratio between 
the totals of two variables, e.g. wages and salaries or a 
percentage of GBI, and the corresponding variance of 
the estimated ratio has to be estimated as well. Let x 
and y be the two variables of interest and the ratio 
d R = dY/d x is to be estimated, where 

L C h L C h 
d Y = ~ z and X = z z 

h=l i = l  dyhi d h=l i= l  dxhi 

dYhi and dXhi are respectively the values of y and x 
variables for the domain d corresponding to the i-th 
panel in stratum h. Then the ratio d R is estimated by 
d R = d V/d ~, where 

L c h L c h 
d ~ = ~ z w h and X = z z w h h=1 i - i  i dYhi d h=1 i - i  i dXhi" 

The variance of the es t imated  rat io d[~ will be es t ima-  
ted by the Taylor l inearizat ion technique using the 
jackknife variance es t imator .  

3.4 Influential  Observations 

A module will monitor the behaviour of units which 
dominate or have impact on the estimate within a 
stratum. The detection of such units will be carried out 
by basically estimating the weighted sample 
distribution and isolating units which are too far in the 
right tail. The impact of such units can be reduced by 
i) either reducing their weight to one and subsequently 
modifying the weights of the remaining units in the 
stratum by ensuring that the sum of the weights over 
all units add up to the stratum population size 
(Hidiroglou-Srinath 1981) or by ii) Winsorizing the 
observations as in Fuller (1970). The Winsorization 
effectively brings back the values of influential 
observations to a boundary which is determined from 
the estimated sample distribution. It must be noted 
that for the Winsorization procedure, the original data 
are untouched. They  are dampened (reduced) by a 
deflation factor which is stored for the occasion and 
computed automatically by the computer in order to 
produce the required Winsorization. Both  of these 
methods lead to negative bias in the estimates. 

The main problems associated with the t r e a t m e n t  
of influential  observations are as follows: 

i) At what level of aggregat ion should their  de tec t ion  
occur? 

ii) How robust are the es t imates  to the assumption 
tha t  they represent  unique observations in the 
population? 

iii) How much bias is acceptable?  

iv) How continuous (smooth) should be the published 
results  between survey occasions? 

3.5 E s t i m a t o r  of  Trend 

Tam (1984) provided expressions for covariances of 
repet i t ive  sampling plans of the same finite population 
over t ime.  Hidiroglou and Laniel (1986), and Laniel 
(1987) provided eovariance expressions for ro ta t ing  
samples in a changing population. These expressions 
are necessary in order to compute variances for 
functions of totals ,  such as trends. An adaptat ion of 
these expressions is provided, in the context  of the 
panel design. 

Let p~t) and p~t+T) denote the sampled panel set 

from s t ra tum h for the two occasions at t imes t and 
t+x. Note tha t  x is less than both the t ime-out  

constraint  and Ph" Let p~C) denote the intersect ion of 

the sampled panel sets for the two given occasions. 
Fur thermore ,  let y ( t )  and y(t+T) denote the observed 
values for a given panel at these two t ime periods. 

The es t imator  for the trend between the two t ime 
periods will be defined as: 

d~ : d~(t+~)/dy(t) 

where d V(t+x) and dV(t) denote the es t imators  of 
population totals .  For the two given occasions and the 
domain of interest ,  the es t imated  variance of the trend 
is given by: 

V(dR ) = (dY(t))-2[V(d Y(t+T)) + dR2V(d Y(t)) - 2dR 

cov(dY(t),dY(t+T))]. 

The variances of d ~(t+T) and of d ~ ( t )  are esti-  
mated as explained earl ier .  For the covariance,  the 
jackknifing technique can be used by delet ing one panel 

at a t ime from the common sampled panel sets p~C)." 

Since T<e h, the set p~C) is non-empty.  Note that  for 

the simple expansion estimator, the covariance 
expression is: 

(c) 
L Ph 

cov(d~(t ) ~(t+T)) = z (1-fh) ~ (c) ' d h=l p c ) - i  iEP h 

(d~hi-d/~h.) (dBhi-d§h.) 

where fh is the sampling fraction in stratum h, p~C) is 

the number of panels in the common panel set p~C) 
(equal to Ch-X ), 

(t) = Wh (t+~) d~hi = Whi dYhi ' dBhi i dYhi ' 
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d~h. : (p~C))-Z i~p~C)dahi  and dBh. : (p~C))-1 

ieP c) d hi 

3.6 Composite Estimator 

In a rotating sample design, samples overlap 
between two successive occasions, and there is 
correlation between the common units over time. The 
efficiency of the estimator can therefore be improved 
by making use of the correlation through composite 
estimation. In the panel design, this correlation may be 
somewhat weaker as compared to a non-clustered 
design. However, as noted before, the panel design has 
the advantages of simple covariance computation and 
rotation implementation in an unbiased fashion. We 
assume that the two time periods are t and t+1. 
Moreover, without loss of generality, we can assume 
that the sampled panels in stratum h are numbered 
i ,  2, ..., c h at time t, and these are 2, 3, ..., Ch+1 
at time t+l. Thus there are (Ch-1) common panels, 
i.e. 2, 3 . . . .  , c h between the two time periods, where 
h=1, 2 . . . .  , L. Again using Mickey's estimator, let 

(t) = weight for the i-th panel in stratum h Wh i 
at time period t. 

Then 

= z z Whi d~hi 

^I t) where d Y M) is the es t imated  to ta l  of y for domain d at 
t ime t .  

Similarly, the estimate of total of y-variable for 
time (t+l) is given by 

L Ch+l 
dV ( t+ l )  ~t+l)  ( t+ l )  = z s Whi d y i " 

(M) h=1 i=2 

Now using the (Ch-2) common panels, we can estimate 
the change (or difference) between the two time period, 
i.e. 

d (t,t+1) L (t+l)_ (t)} 
= z w <dYhi dYhi 

h=1 i=2 

where W~lC.) is the Mickey weight based on the (Ch-2) 

common panels, at time t+1. 
Then, we can construct a difference estimator of the 
total of y-variable for (t+1) as 

d ~(t+l) : dYl tIM) + d ~(t't+l) . 

The composite estimator of the total of y for time 
(t+l) is given by 

where the value of the parameter a lies between zero 
and one, and the optimum value of a (aopt)is obtained 

such that the variance of d Ytt+l/̂ ' x is minimized. Since (c) 
aopt is not known, it must be estimated from the sur- 
vey data. However, since this would be difficult in 
practice, we use a compromise value as suggested by 
Hansen et al. (1953). We also note that the composite 

estimator dC(t~+l)i s , L _  unbiased for a fixed 0&. 

Furthermore, the variance could be estimated by the 
jackknife method. 
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APPENDIX A 
DETERMINATION OF THE NUMBER OF PANELS 

Let N = population size 
n = sample size 

Tin = desired number of occasions a unit 
should stay in the sample 

Tou t = minimum required number of occasions a 
unit must stay out of the sample 

f = sampling fraction. 

If the minimum number of occasions a unit stays out of 
the sample is a prerequisite, then the following 
algorithm ensures that this will occur. 

Steps a) Compute 

x = in t  ITin + . 

b) If x >. Tout, then the number of in- 
sample panels is 

Pin = Tin 

and the number of out-of-sample panels is 

Pout = x 

c) If x < Tout, then the number of in- 
sample panels is 

and the number of ou t -of - sample  panels is 

Pout = Tout.  

The number of population panels is P = Pin 
+ Pout and the number of sample panels in 
P=  Pn. 

Example 1. Suppose N=I4, n=6, Tin=24 and Tout=12 ' 

then it can be verified that Pin=24 and Pout=32 so that 
P=56. In this case, the unit stays in sample the desired 

number of occasions but must stay out-of-the sample 
longer than 12 occasions. 

Example 2. Suppose N=75, n=30, Tin=12 and Tout=12, 

then it can be verified that Pin=12 and Pout=18. 

Consequently there are P=30 population panels. 

APPENDIX B 
GENERATION OF ROTATION ORDERING WHEN N.<P 

This algorithm creates a numbering for the N non- 
dummy panels between 1 and P, in order that they are 
as equispaced as possible. The steps are as follows: 

a) Compute s and q such that 

P = sN + q where q < N and s >. 0. 

b) Computed~. (j = i ,  2, . . . ,  N) numbers  
assuming ~.,~ values 0 or i ,  such that q of 
them have the value equal to 1 and N - q of 
them have the value equal to 0. The 
generation of O's and l's must be random. 

199 



c) Select a random number "a" between 1 and P 
inclusively (i .< a .< P). 

d) Computez I = l a + d I - ii rood P + I. 

e) Computezj = Izj_ 1 + s + dj - ii 

rood P + iforj = 2, ..., N. 

f) The ranking of z I . . . .  , z N from low to high 

yields t l ,  ..., tN- 
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