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The National Medical Care Expenditure Survey (NMES) (Bonham and Corder 1981) collected utilization and expenditure data for 1977 in six rounds from 14,000 U.S. households. More recently a similar survey has been initiated, but this time expanded to include data for those using nursing homes and residential facilities for the mentally retarded and with a special component surveying American Indians and Alaskan Natives. This is the National Medical Expenditure Survey (NMES). It was planned for 1987 and is currently being undertaken. In the Government's request for proposals a design effect goal for U.S. population estimates of 1.7 was specified. This was seen as a very high standard for such a national household study. In considering how such design effects might be achieved one research organization, while noting that the relevant methodological work on the problem of segment size was very limited, proposed decreasing the number of households sampled per segment to six rather than using their more usual standard of eight for such surveys (Bonham and Corder 1981, Bonham 1983).

This study undertakes some analyses of the 1977 NMES data with the goal of learning more about the relationship, in health care use and expenditure surveys, between the number of households sampled per segment and the variances estimated from the sample data.

Data Used in the Analyses

The sampling for NMES was a stratified, multistage area probability design from two national samples independently drawn, one by the Research Triangle Institute (RTI) and the other by the National Opinion Research Center (NORC). In order to evaluate the assumptions used here a brief outline of the sample design will be given. For a more detailed description see Cohen and Kalesbeek (1981). Primary sampling units (PSU's) in the RTI sample were selected using a probability of selection proportional to size procedure from 1,675 non overlapping areas each of which was a county or group of counties, often a SMSA, with a combined minimum 1970 population of 20,000. The NORC sample design was similar. The two samples covered 108 separate locations. The total population of these 108 sampled PSU's which in 1977 summed to about 96,000,000, or about 36,000,000 households, or about 600,000 segments of 60 households each. The standard variance estimation equation for a simple random sample of equal size clusters was used.

Cochran (1977, p.278) gives the equation as

\[ \sigma^2 = \frac{1}{n} - \frac{1}{m} + \frac{1}{m} - \frac{1}{n} \left( \frac{1}{n} - \frac{1}{m} \right) \]

where

\[ \sigma^2 = \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n - 1} \]

\[ \frac{1}{m} \sum_{j=1}^{m} \left( \frac{1}{n} \sum_{i=1}^{n} (y_{ij} - y_i)^2 \right) \]

\[ \frac{1}{n(m-1)} \sum_{i=1}^{n} \sum_{j=1}^{m} (y_{ij} - y_i)^2 \]

So our data and our assumptions are not as ideal as we might like, yet it is thought that they can be used to undertake useful analyses of the accuracy of estimation as a function of number of households sampled per segment.

The Analyses

Using the data as described above, variance estimates for household averages for the nine variables were computed. The population assumed was the people in the 108 sampled PSU's which in 1977 summed to about 96,000,000, or about 36,000,000 households, or about 600,000 segments of 60 households each. The standard variance estimation equation for a simple random sample of equal size clusters was used.

Data from the 407 segments with fewer than eight households were discarded from these analyses. So what we have is roughly a stratified random sample of 883 of about 600,000 segments with data for eight or more households in each of these segments. For each of the nine variables used in these analyses a household weighted average was computed over all rounds in which the data were collected during the year from a household. The weights took account of the proportion of the year for which data had been collected for each member of the household thus adjusting up to an annual rate where data had been collected for less than the full year. These weights had been constructed for the full sample of people in 14,000 households and took into account the selection probabilities and incorporated post stratification adjustments so that they were not strictly appropriate for use with the 11,665 households selected, as here specified, from the full set of 14,000. The nine variables were age, expenditures for dental visits, number of physician contacts, expenditures for physician contacts, Medicaid expenditures for physician contacts, number of physician office visits, number of physician phone contacts, number of hospital admissions, and individual income.

So our data and our assumptions are not as ideal as we might like, yet it is thought that they can be used to undertake useful analyses of the accuracy of estimation as a function of number of households sampled per segment.
It will be seen that the notation here follows Cochran (1977), i.e., \( y_{ij} \) is the value of the variable of the \( j \)th household of the \( i \)th segment, \( \bar{y}_i \) is the mean of the households in segment \( i \), \( \bar{y} \) is the overall mean of all households in the total sample, the lower case \( s \)'s are as defined and \( S_i \) and \( S_S \), i.e. upper case \( S \)'s, which appear at the end of the paper, are respectively the variance between segments and the variance within segments, i.e. variances as opposed to variance estimates.

Variance estimates were computed for three segment size - number of segments combinations. Sampling of segments and households is described below. As the total number of segments for which data were available was 883, the first combination was 883 segments of six households each. This used the means from 5298 households. The second combination was 662 segments and eight households per segment, using essentially the same total number of households (5296 vs 5298). Estimates were also made using a third combination as it could be argued that what was important was not so much keeping the total number of households constant in our comparisons but keeping the total cost of data collection constant. Let us say \( c_1 \) is the cost of establishing one segment and \( c_2 \) the interviewing costs for one household over the six data collection rounds. Further let us make the very simple assumption that \( c_1 = c_2 \). In this case the cost of an eight household segment would be \( c_1 + 8c_2 = 9c \) and the cost of a six household segment \( c_1 + 6c_2 = 7c \). Thus the cost of the 883 segment sample of six households each would be \( 883 \times 7c = 6181c \). The number of eight household segments with an essentially equal cost would be 687 as \( 687 \times 9c = 6183c \). Thus the third combination used 687 segments of eight households each.

The procedures used to select the subset of households used for one variance estimate for each of the nine variables were as follows. First, four sets of variances estimates were made, each estimate presented below being an average of these four. In all cases the modal number of households per segment was eight, many segments had more than eight, and where such were the case, eight were selected at random. Such randomization was done four times for the four sets of estimates noted above. For the estimates based on eight households per segment, i.e. where 662 or 687 of the 883 segments were used, a systematic sample was taken of the segments having first been sorted on PSU and within PSU on number of households per segment thus stratifying on these two variables.

Results and Discussion

Results are given in the table. In the \( m=6 \), \( n=883 \) vs \( m=8 \), \( n=662 \) comparisons, variance estimates are lower for all nine variables with cluster size six.

In seven out of the nine cases with a larger number of segments in the comparison set, to roughly take into account cost considerations, variance estimates with the smaller cluster size were smaller. These results support using a cluster size of six as opposed to eight in undertaking such household surveys as noted above. Eight households per segment is typical in large multistage surveys such as NMCES. The finding here that a number less than eight would likely yield more accurate estimates is consistent with findings of Cox et al (1983) as reported by Cox and Cohen (1985). Using variance estimates from the 1980 National Medical Care Utilization and Expenditure Survey (Bonham 1983) and a method due to Chromy (Folsom, Williams and Chromy, 1980) for survey design optimization yielding estimates for the optimum number of PSU's, average number of segments to sample per PSU, and subsampling rate within segment, such estimates for five hypothetical surveys were made (Cox and Cohen 1985 pp. 141-143). Two of the five were estimates for self-weighting designs, with the other three being for non-self-weighting designs. In the later case the design incorporated oversampling, e.g. of blacks, based on the availability of data on a large sample of households from which a survey sample could be drawn. Now NMCES did not have available to it such a household frame and thus could not oversample using such a procedure. It did attempt to oversample the uninsured by oversampling within segments which were thought to contain households with lower proportions of people without health insurance. However all analyses here are based upon sampling an equal number of households within each segment for arriving at each variance estimate. Thus the findings reported by Cox and Cohen with regard to the self-weighting designs are the more relevant for comparisons with findings in the present study. The optimal allocations under the assumptions used in the two self-weighting designs were 4.8 and 4.7 households per segment suggesting that five rather than six might be optimum in surveys such as NMCES.

As noted above eight households per segment is typical in large multistage surveys such as NMCES. The finding here that a number less than eight would likely yield more accurate estimates is consistent with findings of Cox et al (1983) as reported by Cox and Cohen (1985). Using variance estimates from the 1980 National Medical Care Utilization and Expenditure Survey (Bonham 1983) and a method due to Chromy (Folsom, Williams and Chromy, 1980) for survey design optimization yielding estimates for the optimum number of PSU's, average number of segments to sample per PSU, and subsampling rate within segment, such estimates for five hypothetical surveys were made (Cox and Cohen 1985 pp. 141-143). Two of the five were estimates for self-weighting designs, with the other three being for non-self-weighting designs. In the later case the design incorporated oversampling, e.g. of blacks, based on the availability of data on a large sample of households from which a survey sample could be drawn. Now NMCES did not have available to it such a household frame and thus could not oversample using such a procedure. It did attempt to oversample the uninsured by oversampling within segments which were thought to contain households with lower proportions of people without health insurance. However all analyses here are based upon sampling an equal number of households within each segment for arriving at each variance estimate. Thus the findings reported by Cox and Cohen with regard to the self-weighting designs are the more relevant for comparisons with findings in the present study. The optimal allocations under the assumptions used in the two self-weighting designs were 4.8 and 4.7 households per segment suggesting that five rather than six might be optimum in surveys such as NMCES.

This shows that even where \( f_1 \) is very small, and hence the second term in the estimator for \( v(\bar{y}) \) is small, the within variance \( S_W^2 \) contributes to \( v(\bar{y}) \) through \( S_W^2 \) of the first term.
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<table>
<thead>
<tr>
<th>Variable</th>
<th>m=6,n=883</th>
<th>m=8,n=662</th>
<th>m=8,n=687</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age</td>
<td>0.136</td>
<td>0.143</td>
<td>0.144</td>
</tr>
<tr>
<td>2. Expenditures for dental visits</td>
<td>4.12</td>
<td>4.30</td>
<td>3.88</td>
</tr>
<tr>
<td>3. Number of physician contacts</td>
<td>0.0062</td>
<td>0.0060</td>
<td>0.0074</td>
</tr>
<tr>
<td>4. Expenditures for physician contacts</td>
<td>8.01</td>
<td>11.07</td>
<td>9.88</td>
</tr>
<tr>
<td>5. Medicaid expenditures, physician contacts</td>
<td>0.88</td>
<td>1.178</td>
<td>0.86</td>
</tr>
<tr>
<td>6. Number of physician office visits</td>
<td>0.0039</td>
<td>0.0053</td>
<td>0.0048</td>
</tr>
<tr>
<td>7. Number of physician phone contacts</td>
<td>0.00010</td>
<td>0.00013</td>
<td>0.00012</td>
</tr>
<tr>
<td>8. Number of hospital admissions</td>
<td>0.00042</td>
<td>0.00047</td>
<td>0.00044</td>
</tr>
<tr>
<td>9. Individual income</td>
<td>16443</td>
<td>17004</td>
<td>17471</td>
</tr>
</tbody>
</table>

Estimated variances for estimated household means of nine variables as a function of number of households (m) per segment and number of segments (n). (NMCES household data: United States, 1977)