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1. INTRODUCTION

In repeated surveys, samples are periodically
drawn from a changing population to provide estimates
of the level of a characteristic of interest and its
change in level between two successive oceasions.
This change in level is, among other things, due to
the deletion of units (deaths)
from the population, the addition of new units (births)
to the the the

characteristic of interest itseif for the units common

three causes. These are:

population and evolution of
to both periods.

The above situation occurs in many repeated
surveys conducted by Statistical Agencies, for
example, at Statisties Canada the redesigned Monthly
Wholesale Trade and Monthly Retail Trade Surveys.
These two surveys will have their sampling frames
updated at regular time intervals with independent
sources (other surveys and some administrative files)
and, each month, some businesses will rotate out of
the sample while others will rotate in the sample.

Kish (1965, pp 457-458) gave an expression for
the sampling variance of a change in sample mean
based on overlapping samples. He assumed that the
population was the same over time (e.g. not affected
by births nor deaths) and that its size was sufficiently
large for the finite population corrections to be
ignored. Tam (1984) removed the assumption of a
large population and obtained an exact expression for
the sampling variance. This paper further removes the
assumption of the population being the same over time
and deals with the problem of calculating the sampling
variance of an estimate of change based on samples
affected by rotation, deaths and births and drawn on
the first and second occasion of a repeated survey.

After giving some definitions,

the

two sampling
plans for rotation of the sample and their
corresponding estimators for the change in level are
presented. the
the
the
the

results and their extension to more than two occasions

Then, the sampling variances of
This

derivation of the sampling covariance between

estimated change are given. involves

estimated levels of both ocecasions.

Finally,

are discussed.
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2. DEFINITIONS

Let denote as Px the Nx units of a finite
population from whieh a sample is drawn on the first
occasion and as Py the N units of the changed
population from which a sample is drawn on the second
occasion. Associated with unit i, isPX, is the value
X3 which denotes the observation on this unit on the
first occasion, and with unit j, jePy, the value yJ.
whiech denotes the observation on this unit on the
second ocecasion. Also, let PC = Px M P be the Nc
Px - Pc the

Nd units deathed between the two occasions and

units common to both populations, Pd =

Pb = Py - PC the Nb units birthed between the two
occasions.
Now, the population variances and covariance

can be denoted as

2 _ 1 a4
Skt 2, (o XT ™
X ieP
X
S.o= o p (x,-X) (yi-T) @)
xy N -1. i’c i ¢/’
C ieP
c
2 1 T\ 2
S ==—= 1 (y.-Y)°, (3)
¥,C Nc—l jeb j ¢
c
2 1 o\ 2
S = =— I (y.-¥Y)", (4)
y,b Nb‘l J.pr ji~'b
where X = 1 x,/N., X_ = 1 x;/N_,
ieP T ep, e
Y = 5z y/N_and ¥, = 1 y./N
¢ jePCJ ¢ b jePb‘J b

The estimate of the change in level considered
here is defined as follows. Denote as)A( the estimate
of the population total obtained from the sample
drawn on the first occasion and as? the estimate of
the population total obtained from the sample drawn
on the second occasion. Then, the estimate of change
is the difference between the estimates of the
population totals on the two occasions, which is
denoted by‘?-)A( . Note that once the sampling
variance formula of this estimate of change is
obtained, it is

straightforward to get the same

expression for a change in sample mean.



3. SAMPLING PLANS AND ESTIMATORS

Assume that a simple random sample of size Ny
has been selected without replacement from Px on the
first occasion. Then, between the first and second
occasions, all the dead units within PX are identified
by a source independent to the sample and are deleted
from the surveyed population. Thus, a random number
of units in the first sample, denoted by nxc’ are kept
Note that if the

source of deaths was the sample, the results of Tam

in the remaining population, PC'

would be used with the approach of Cochran (1977, p.
35-37) to estimate the required total over the
subpopulation of common units on the second occasion.
Also, assume that Nb births are added to the reduced
population.

On the second occasion, the two subpopulations
PC and Pb of population Py are sampled independently.
A simple random sample of size "y is selected without
replacement from the subpopulation of births, Pb' For
the selection of the sample from Pc two sampling
plans with sample rotation are considered. They are
modified versions of Tam's Sampling Plans A and B.
The modification is to retain a fixed proportion,
denoted by r, of the first sample units which fell in PC
instead of a fixed sample size. The reason is that N
is a random variable with the consequence that not
left

population after the deletion of deaths to satisfy a

enough units in the sample may be in the

fixed sample size. The first sampling plan is as
follows.

Sampling Plan A. A random subsample of size
equal to a predetermined proportion r times N of the
first sample units which fell in PC is retained as part
of the second sample. For the remaining part of the
second sample, a simple random sample of size (1-r)
n__ isselected without replacement from %

XC
the first sample units which fell in it, that is, from a

excluding

xC units.

The above sampling plan will work satisfactorily

population comprising Nc -n

if two conditions are satisfied. These are:
1. the sample size Ny should be large enough such that

the probability that nXC=0 is very small, and

2. n, should be small enough such that the

probability that n . > (—2(‘-_?5 is very small.
The first condition is necessary to ensure with
high probability that some of the first sample units

fell in Pc and that an estimate can be produced for
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this sub-population. The second condition gives a high
probability that Nc-nxc will be large enough so that (1-
r) nxc units can be selected for the remaining part of
the second sample from Pc excluding the first sample
units.

If ny cannot be chosen small enough to satisfy
condition 2 above, then the following sampling plan
would be used instead.

Sampling Plan B. A random subsample of size

equal to a predetermined proportion r times nxc of the
first sample units which fell in PC is retained as part
of the second sample. For the remaining part of the
second sample, a simple random sample of size (1-r)
N is selected without replacement from PC excluding
only the ™y retained units of the first sample, that
units.

C
This sampling plan also requires condition 1,

is, from a population comprising NC -rn,

provided above,
Condition 2

in order to work satisfactorily.
is unnecessary since Sampling Plan B
ensures with probability 1 that (1-r) nxc units can be
selected for the remaining part of the second sample.
However, the inconvenience with Sampling Plan B is
that some of the (1-r) Ny first sample units initially
left aside from the second sample may be selected for
thus,
inflating the effective number of first sample units

the remaining part of the second sample,

retained.

On the first oeccasion, the usual expansion
estimator is used to estimate the population total X,
with _X as the expansion factor multiplying the sample
total?x

On the second occasion the two components of
the population total Y are estimated separately. These
two components are Yc’ the subpopulation total for the
both and Yb’ the
subpopulationN total for the births. The estimate of Yb

units common to occasions,

is given by_btimes the total for the births in the
n

Fot%' both Sampling Plans A and B, the

ﬁstimate of Yc is also the expansion estimator with

sample.

C . . .
F—as the expansion factor, which is a random
XC

variable. This last estimate is unbiased, as long as nxc
is positive.

In the next section the variances of the above
estimates of total and the covariance between )A( and
Q are derived for the two sampling plans., The
expression for the sampling variance of 9 - )A( is

then obtained.



4. RESULTS
Since Nve is a random variable, only approximate
variance formulas can be derived for the estimate of
change Q - i The derivation below is done by first
caleulating the expectations conditional on LR and
then by averaging on all possibleAvaluAes of Nec

The sampling variance of Y - X canbe written

as

Var (Q-i) = Var (?b) + Var (?C) + Var (i)
(5)

since the births are sampled independently of the

- 2 Cov (Yc’ X)

other units. The formulas for the first and third right

2
)Sy,b
2
SX

. (7

hand terms are known to be

Var(?b) = Ng (-l— - (6)

"b
R L
and Var (X) = NX (nx - N )

X

1
Np

To derive formulas for the second and fourth

terms of equation (5), we rewrite them as

Var (Y) = E (Var(Y_In, ) + Var (E(?mec)) ®)

and Cov (Yc’ X) = E (Cov(YC, Xlnxc))
+ Cov (E(Yclnxc), E(Xlnxc)). (9)
Under condition 1 given in section 3, we have that

Thus, the
second right hand terms of both equations (8) and (9)

E (Qc lnxc) can be assumed equal to Yc’
are negligeable. Hence, only the first right hand
terms then need to be evaluated. Their evaluation is
next presented.

Let Ii and I;. denote, respectively, the ineclusion
indieators of unit i, 1'5PX, for the first sample and of
unit j, jePy, for the second sample; and let £(~In

XC)

over
C

repeated selections of the first and second samples.

This will allow to obtain the

denote the conditional expectation on ny

inclusion conditional
probabilities with Tam's results. These conditional
probabilities are as follows.

Under Sampling Plan A or B and from Lemma 1
of Tam, the conditional probability of ineluding unit j,

jePC, in the second sample is

. n
E(Iilnxc) = N;_ (10)
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and, the conditional probability of including units j,
jePc, and j', j'#j and j' aPC, jointly in the second

sample is

Mxe ("xc -1

NC ZNC-H :

1 1
E(IJ.IJ.. lnxc) = (11)
Using equations (8), (10) and (11), it is easily shown

that the unconditional variance of YC is

" 2 1 1 2
var(Y_) = N[ E ——] - ——)s .
c c < [nxc NC y,cC

The parameters of the probability distribution of nL

XC
are not known exactly. However, following Sukhatme
and Sukhatme (1970), it

approximate expression for

(12)

is possible to derive an
Under the
X is largeNenough such that n

its mean.

assumption that n does

XC

n
not deviate much from —ﬁ;c, its expectation, they

showed that, up to terms of order 2,

! [L] _ Nﬁ [1 . (N-n,) (NX-NC)]‘
nXC nX Cc

(Nx'l) nNe
In substituting the above expression into equation (12),

(13)

an approximate formula for the variance of Yc is
obtained.

To derive a formula for the covariance term,
additional conditional inelusion probabilities need to
be provided. These are obtained as follows.

From Lemma 2 of Tam, the joint conditional
probability of ineluding unit i, 1'ePC, in both the first
and second samples is

rnxc

E(Iil%lnxc) = 5 for Sampling Plan A,

1

C

"n (1 - r)zn)z(C a4

= +

NC(NC_ r r'xc)

for Sampling Plan B.

Also from Lemma 2 of Tam, the joint conditional
the

sample and unit j, js—:PC and jAi, in the second sample

probability of ineluding unit i, iaPC, in first

is

2
n - rn
! . XC _xc
E(LTyin, ) = N 1) (15)

for Sampling Plan A,



2 2 2
) Nee = ™My i (1-r) Nec
NC(NC—l) NC(NC—I) (Nc—rn

XC)
for Sampling Plan B.

Finally, it is straightforward to show that the

joint conditional probability of ineluding unit i, ieP

d’
in the first sample and unit j, jsPC, in the second
sample is

(n,-n_)n
: VX xc’ "xc
E(Iiljlnxc) = ——-——Nd Nc (16)

for Sampling Plan A or B.

Using the above results, the sampling covariance
can be obtained. The conditional covariance is first

expressed in terms of the inclusion indicators. That is

-~ - N
= X -
Cov(YC,Xlnxc) =t n 1EP I.x, iZP X;
“Fx Fx
Nc
—_ I Ly, - &y, n
. 373 . J xc
XxC JsPC JsPC
NC N
= = — g r B (I.1%in,)
n.n__ . , iti xc
X XC 1er JePC
(17)
1
- E(Iilnxc) E(Ijlnxc) Xiyj'
Using the relationships
z I =z I 4+ oz I+ 3z I,
ist jePC isPd jePC 1ePC jsPc iePc jePC
J=i J#i
z I OX.Y.= I I OX.Y. - I XY,
. . i’ . . i3 . i7q
1ePC JePC 1ePC JEPC 1ePC
j#i

Tam's Lemma 3 and equations (14), (15) and (16) with
(17) to get the unconditional covariance, we obtain
that

A A E[n]
= r XC
Cov(Y.,X) = Nch( - T ) Sxy

n n
X X C

for Sampling Plan A.
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E Ne

r
=NN[— -
xc(nx Ny Nc
+(l_r)E

n

n
[N )—(Crn ] )Sxy
X C XG

for Sampling Plan B.

(18)

The probability distribution of Nee is hypergeo-
n
metric and its mean is X C . The probability
n
distribution  of XC__ is unknown but an
¢ "Mxe

approximation for its mean can be derived using the
same approach as for nL Recalling the assumption,

which was made earlie)r(‘f that ny is larﬁe enough so
n

that n,  does not deviate much from _X C , then
using the order 2 Taylor's formula one get)s<
E [_lbg;___] _
Nc - e
(19)

n, (Nx—nx) (NX—NC) N rn

(Ny-rn,) (N 1) (N -rn )2 N

C

Now in substituting (19) and the expectation of L

in (18), the unconditional covariance is obtained.
Finally, the variance of Y - X is given by the
substitution of equations (6), (7), (12) and (18) into (5).

5. CONCLUSION AND DISCUSSION

This paper has given approximate sampling
variance formulas under two sampling plans for an
estimate of change in population totals between the
first two occasions of a repeated survey. It was
assumed that the change in population total was due to

births and deaths in the population and the evolution
of the characteristic of interest itself. The estimate

was based on simple random samples without
replacement affected by rotation.

Using a conditional approach and the sampling
plans given in this paper it is possible to derive the
sampling variance formula for an estimate of change
between any two successive occasions, say h and h+1.
Assuming that births and deaths oceur between any
two occasions, the variance formula would then
comprise 2h+1 variance terms and h covariance terms.
This, since there would be 2h+1 subpopulations to

consider. A practician will not use such an approach



because too many terms are involved in the
computation. He will prefer to make further
approximations.

An approximation that can be made is to assume
that the situation of the first two occasions always
occur. This means that the formulas derived in this
paper are used for any two successive ocecasions.
However, the consequences of this assumption need

some investigation.
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