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1. Introduction 
The customary textbooks in survey sampling 

compare sampling strategies when measurement 
errors are taken into account. The usual un- 
biased estimators in equal and unequal probabil- 
ity sampling are studied in the presence of mea- 
surement errors. 

2. Unequal Probability Sampling 
Consider the situation in which the values 

XI, X2, .... X N of the x-characteristic of the 

units U.,I U , .... U N are known at the time of 
designing t~e survey. A sample of n units is 
selected according to probability proportional to 
size (pps) x with replacement, and observations 
are made on the y-characteristic of the selected 
units. We denote the sampling scheme by PPSWR. 
The probability of selecting the j-th unit at 

N 
each trial is P. = X./~ X.. Let the sample be 

J JJ J 

YI' Y2 ..... Yn 

PI' P2 ..... Pn 

The observation v made for the character y on 
• . "it 

U. Is subject to measurement error. We shall use 
t~e fairly general model 

. +e = Y ~ + e  
Yit = Yi + Nl it i it 

where Y. is the true value of Y and U. the bias 
I 

associated with unit U . For the errors we assume 
i 2 

E2(eit/i) = 0; V2(eit/i) = ~ei; 

COV2(eit, ejt/i, j) = po i ~ j, j ¢ i. 

Using the usual estimator 
n 

Y%= (nN) -I ~.(yj/Pj) 

3 - -~i 
fo r  e s t i m a t i n g  the  p o p u l a t i o n  mean YN = N Y. ,  

1 

we have E(Y N) - E ( n N ) - I ~ ( y j / P j ) .  
3 

- E I ( n N ) - I ~  E2(Y~/P j )  
J 

= E 1 (nN)-l~(Y~. / e j )  
-1~ y~J - 

= N = YN + 
VN 

Thus the bias in Y_~. is the average bias of the 
units in the popul~tion. Let t. be the number 
of times the j-th unit appears ~n the sample. 
Then the vector _(t], t 2, ..., tN ) follows a mul- 
tinomial distribution. Thus, E[tj) =nP., and 

3 COv(tj, tj,) = n PjPj,. 

To obtain the variance, we have 

E2(Y N) = (nN)-1~ E2(Y~/P j) = (nN)-1~(y'/p.) 
J J J J 

-  jE(q/ L  - 

] 

V2(Y N) = V2[(nN)-I~(yj/Pj)] 

= V2[ (nN)-I~(yjtj/Pj). ] 

J 

- ( n N ) - 2 [ ~ ( t ~ / P ) o ' .  + Z (tjtj./PjPj.) 
3 jCj - 

0(l .(7... 
3 J 

^ 2 2 
V(Y N) = VIE2(Y N) + EIV2(Y N) 

: n-1~. Pj[~j/NPj) - YN]2 + n-IN-2~(o~/Pj) 

J J 

_ N 2 - 1N- 1N-2z~ cy. + (n -1 )n  + (n -1 )n  20Z 
j J j~j " 

~.U., 
J 3 

(1) 
The first term on the right hand side of (I) is 
the sampling variance. The sum of the second and 
third terms is called the simple response vari- 
ance, and the fourth term is called the corre- 
lated response variance. The sum of the second, 
third and fourth terms is consequently called 
"response variance". 

Next we consider simple random sampling with 
replacement (SRSWR). This is a particular case 
of PPSWR when P. = N -I for j = 1,2 ..... N. Thus 

3 
the usual unbiased estimator of YN is 

Yn = n-l~ y" 
i=1 I 

with mean 

E(Yn) = YN + ~N 

and variance 

V(y n) = (nN)-17.(Yj - yN )2 + (nN)-l(N+n-l), 

-I 2 -1N-2 
N Zo'. + ( n - 1 ) n  pZ o" o" 

J j#j" j j" 

(2) 
It can be easily shown that under simple ran- 

dom sampling without replacement (SRSWOR) the 
usual unbiased estimator 

Yn = n-l~'. Yj 

J 
has 

and 

E (Yn) = YN + ~N 

V(Yn) = (N-n)(nN) -I (N-I)-I~(Y~-Y') 2 

-in 2 -i -17. + (nN) ho'. + ( n - l ) ( n N )  (N-i)  
3 jCj " 

p d . d .  
3 J 

(3) 
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3. Empirical Study 
Various statisticians, including Cochran (1977), 

have called for empirical work in the area of 
response errors. It is in this spirit that one 
population has been selected and the effect of 
measurement errors studied under the model con- 
sidered in this paper. 

The population considered is taken from Kish 
(1965 , Appendix E). The population relates to 
the 270 blocks in Ward I of Fall River, Massachu- 
ssets, and is taken from the column of Block 
Statistics of the 1950 U.S., Census. The total 
number of dwellings (X.) and the number of 

i 
dwellings occupied by renters (Y.) are known for 
each block. The purpose is to eltimate, from 
the sample, the average number of rented dwell- 
ings per block. We will assume that the number 
of dwellings occupied by renters in the i-th 
block, i.e., Yi as given in Kish (1965, Appendix 
E), is the true value of y. We note that the 
correlation between X and Y is 0.96, which is 
typical of the populations considered for the 
study of the ratio estimator (Royall and 
Cumberland, 1981). 

To study different strategies under measure- 
ment errors, response errors will be introduced 
in the data in the following directions: 

i. the bias associated with unit U., i.e., 
will be assumed to be at levels AIY j llj • , 

w i t h  A 1 = + 0 . 0 5 ,  + 0 . 0 1 ,  0 . 0 0 ;  
2 

2. t h e  w i t h i n - t r i a l  v a r i a n c e  o w i l l  be t a k e n  
as  A2O2 w i t h  A 2 = 0 . 0 0 ,  0 . 0 5 ,  0 . 1 0 ,  0 . 3 ,  

1.0; 
3. the correlation coefficient p will be 

taken as p = 0.00, 0.01, 0.05. 
The sample sizes to be considered are 30, 45 

and 60. 
The values of A I, A 2 and p are chosen in view 

of the studies undertaken by Gray (1955) and 
Kish (1962). 
Let _~ 

SI = (YN' PPSWR), 

$2 = (Yn' SRSWR), 

$3 = (Yn' SRSWOR), 

where 

YN = (Nn)-I~(yj/Pj)' 

Yn = n-l~ Y" 
], 

P. = X./X 
3 J 

In the absence of errors, the variances of the 
three strategies are as given in Table 1. 

Sample Size PPS SRSWR SRSWOR 

30 0.829 14.269 12.730 
45 0.553 9.512 7.956 
60 0.415 7.134 5.569 

doubling the sample size halves the variance. 
Since the three strategies are unbiased, the 
mean square error (MSE) is the same as the vari- 
ance. 

We now retain Ap = 0, p = 0 but introduce bias 
in reporting of re~ted dwelling in the block. 
Table 2 presents the sampling variance and MSE 
of the three strategies. The response variance 
of the three strategies is zero. We observe 
that the sampling variance decreases when the 
bias is negative and increases when the bias is 
positive (as compared with the situation in 
which there is no bias). Since the sampling 
variance is low in the case of PPS sampling, the 
percentage increase in MSE is much higher in this 
case, as compared with sampling with equal prob- 
abilities. We also observe that the MSE for the 
measurement error case may be smaller than the 
MSE for the no-measurement-error case. This 
would happen when the measurement bias is large 
and negative and thus the decrease in sampling 
variance is enough to make the MSE for the mea- 
surement error case smaller than the MSE for the 
no-measurement-error case. 

Let us consider the case, when both A. and A 2 
are not zero. Table 3 gives the samplin$ variance 
and MSE of the three strategies for different 

sample sizes, A I, A 2 = 0.3 and p = 0. In this 
case the response variances of $I, $2 and S 3 are 
19.379, 4.758 and 4.296 respectively. By examin- 
ing Table 3, we find that strategy S 3 is more 
efficient than S. or S~. We also studied the 
case Am = 0.05 a~d 0.0~. The tables, not shown 

z 
here indicate that with A_ this small, the with- 
in-trial variance is not ~arge enough to make 
the response variance of S I large. Hence, the 
behavior of MSE is similar to the case A_ = 0, 

2 
and PPS sampling is better than equal probability 
sampling. 

We next consider the case when p is not zero. 
Table 4 gives the sampling variance and MSE of 
the three strategies for different sample sizes, 

A., A 2 = 0.3 and 0 = 0.01. The response variances 
o~ S., S and S^ increase to 21.625, 6.004 and 
5.54½ 2 respectively. After examining Table 4, we 
conclude that S^ is more efficient than S 1 or S 2 
precisely what we inferred from Table 3. This 
is to be expected since the correlated response 
variance of the three strategies is the same. 

4. Conclusion 
The results of our study indicate that if 

measurement errors are absent then S is more 
1 

efficient than S 2 or S 3. But, if measurement 
errors are present, then S 3 may be more effi- 
cient than S. or S~. Also, we observed that the 

z 
larger the wlthin-trial variance, the better the 

strategies S 2 and S 3 perform in relation to S I. 
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We observe that the variance of S. is consider- 
1 

ably smaller than the variance of S and S^. 
2 3 

This is to be expected, as the Yi's are highly 
correlated with the X.'s. We also note that 

i 
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Table 2. Variance and MSE f o r  different sample sizes, A I, A 2 = and ~= 0 

Size -0.05 

PPSWR SRSWR SRSWOR 

-0.01 +0.01 +0.05 -0.05 -0.01 +0.01 +0.05 +0.05 -0.05 -0.01 +0.01 

Sampling 0.748 
varian~ 

(-9.77) a 

MSE 1.461 

(76.24) 

0.813 0.846 0.914 12.877 13.985 14.555 

(-1.93) (2.05) (10.25) (-9.76) (-1.99) (2.00) 

0.841 0.875 1.627 13.590 14.013 14.584 

(1.44) (5.54) (96.26) (-4.76) (01.79) (2.21) 

15.731 

(10.25) 

16.444 

(15.24) 

11.489 

(-9.75) 

12.201 

(04.16) 

12.477 

(01.99) 

12.506 

(-1.76) 

12.986 14.035 

(2.01) (10.25) 

13.015 14.748 

(2.23) (15.85) 

Smnpl ing 0.374 
Variance 

( -9.88 ) 

MSE 1.087 

( 161.93 ) 

0.406 0.423 0.457 6,439 6.992 7.278 

(-2.17) (1.93) (I0.12) (-9.74) (-1.99) (2.02) 

0.435 0.452 1.170 7.151 7.021 7.306 

(4.82) (8.92) (181.93) (0.24) (1.58) (2.41) 

7.866 

(10.26) 

8.578 

(20.24) 

5.026 

(-9.75) 

5.739 

(3.05) 

5.459 

(-1.98) 

5.487 

(1.47) 

5.681 6.140 

(2.01) (10.25) 

5.710 6.853 

(2.53) (23.66) 

aThe figuz~s in parentheses denote the peroentage increase over the case 
when nmasurement errors are absent. 

Table 3. Variance and MSE for different sample sizes, A I, A 2 = 0.3 and 
~-0 

PPSWR 
Saaple 
Size A 1 -0.05 -0.01 +0.01 +0.05 

SRSWR SRSWOR 

-0.05 -0.01 +0.01 +0.05 -0.05 -0.01 +0.01 +0,05 

30 Sanpling 0.748 0.813 0.846 0.914 
variance 

MSE 20.840 20.220 20.253 21.006 

12.877 13.985 14.555 15.731 11.489 12.477 

18.348 18.771 19.342 21.202 16.498 16.802 

12.986 14.035 

17.311 19.044 

60 ~pling 0.374 0.406 0.423 0.457 
variance 

MSE 17.352 16.700 16.717 17.435 

6.439 6.992 7.278 7.866 5.026 5.459 

16.106 15.976 16.261 17.533 14.225 13.973 

5.681 6.140 

14.196 15.339 

Table 4. Varianoe and MSE for different sample sizes, ~, A 2 = 0.3 and 
~= 0.01 

PPSWR 
S m p l t n g  
Sim A 1 -0.05 -0.01 +0.01 

SRSWR SRSWOR 

+0.05 10.05 -0.01 +4).01 +0.05 -0.05 -0.01 +0.01 +0.0b 

30 Sampling 0.748 0.813 
variance 

MSE 22.086 21.466 

0.846 0 .914 12.877 13.985 14.555 15.731 I i. 489 12.477 

21.499 22.252 19.594 20.017 20.588 22.448 17.744 18.048 

12.986 14.035 

18.577 20.290 

60 Sampling 0.374 0.406 
variance 

MSE 12.282 11.630 

0.423 0.457 6.439 6.992 7.278 7.866 5.026 5.459 5.681 

11.647 12.365 11.037 10.906 11.191 12.463 9.155 8.903 9.126 

6.140 

10.269 
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