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1. INTRODUCTION 

Empirical Bayes techniques are applied to the problem of "small 
area" estimation of proportions. Such methods have been previously 
used to advantage in a variety of situations, as described, for example, 
by Morris (1983). The basic idea here consists of incorporating random 
effects and nested random effects into models which reflect the complex 
structure of a multi-stage sample design, as was originally proposed by 
Dempster and Tomberlin (1980). Estimates of proportions can be 
obtained, together with associated estimates of uncertainty. These 
techniques are applied to simulated data in a Monte Carlo study which 
compares several available techniques for small area estimation. 

1.1 The Problem 
Complex multi-stage surveys are used to obtain estimates of 

proportions in many research disciplines (e.g., epidemiology, 
economics, criminology etc.). Not only are estimates for local areas 
and other special subgroups required, but there is also a need for reliable 
measures of the accuracy of these estimates. This suggests to us the 
need for improved methodologies for this estimation problem and 
related statistical inference. In order to address the problem of inference 
from a relatively thinly spread complex, multi-stage survey to small 
areas or domains not necessarily included in the survey, we have chosen 
an explicitly model-based approach. This was proposed originally by 
Dempster and Tomberlin (1980) for the estimation of census undercount 
from a post-enumeration survey. The methodolgy uses both a random 
effects, multiple logistic regression model and empirical Bayes 
techniques. This directly yields estimates of uncertainty associated with 
the estimated proportions for small areas via a Bayesian paradigm. 
These explicitly model-based methods differ substantially from the 
implicitly model-based approach of the synthetic estimation techniques 
of Gonzales and Hoza (1976,1978), Gonzales and Waksberg (1975), and 
others. 

As a typical complex survey will often be a nested structure of 
primary sampling units (PSU's), secondary sampling units (SSU's) 
within PSU's, tertiary sampling units (TSU's) within SSU's and, 
finally, households within TSU's; the explicitly model-based approach 
will allow us to take into account the complexity of the sample design. 
The purpose of introducing a random effects model is to allow the data 
to determine, by empirical Bayes techniques, an appropriate 
compromise between the classical unbiased estimates which depend 
only on data in the specific local area, and the fixed effects estimates 
which pool information across areas. 

1.2 The Review And A Proposed Solution To The 
P r o b l e m  

Because of the growing need for small area statistics in recent 
years, and because reliable estimates for small areas or subdomains are 
not usually directly available by classical sample survey methods, 
several researchers have focused on the problem of small area 
estimation. This has necessitated the use of explicitly or implicitly 
model-based methods which allow for "borrowing strength" across 
small areas in order to increase the effective sample size for estimation, 
and hence the accuracy of the resulting estimates. Although much of 
the research in this area has applied linear model techniques and 
concentrated on the estimation of means or totals, rather than 
proportions, a discussion of the literature on these estimators and the 
criteria used to evaluate them can add valuable insight into our problem. 

Classical theory dictates that estimators should be design- 
consistent and if possible essentially design-unbiased in larger samples. 
However these estimators are not particularly useful when the sample 
sizes are small. 

Gonzales (1973) described the method of synthetic estimation as 
follows: "An unbiased estimate is obtained from a sample survey for a 
large area; when this estimate is used to derive estimates for sub-areas 
on the assumption that the small areas have the same characteristics as 
the larger area, we identify these estimates as synthetic estimates." Its 
first recorded use seems to be the U.S. National Center for Health 
Statistics (1968) where it was used to calculate state estimates of long 
and short term disability rates. Various authors subsequently tried to 
formalize this concept of synthetic estimation, in particular for means 
of continuous outcome variables, using both ad hoc and model-based 
approaches. Gonzales (1973), Gonzales and Waksberg (1975), Gonzales 

and Hoza (1976) and Levy and French (1978) used previous census data 
to form post-strata which are subsequently used to combine information 
across small areas under the assumption that the mean response is 
similar across a section of these areas. Levy (1971), Ericksen 
(1973,1974) and O'Hare (1976) employed regression methods in order to 
incorporate auxiliary information in small area estimation.The accuracy 
of this method has been evaluated in terms of its average sampling 
mean squared error over all small areas in a region. 

Royall (1970,1973),using a model-based approach, also 
considered the problem of estimating totals ~.n finite populations, when 
auxiliary information is available. He established a probability model of 
the relationship between the variable of interest and the auxiliary 
variable and then derived optimal subdomain predictors. 

Holt, Smith and Tomberlin (1979) and Laake (1979) applied the 
predictive approach of Royall to the problem of small area estimation. 
Laake (1979) found that in contrast to the synthetic approach, where 
biased estimators are usually obtained without an explicit method of 
estimating the bias, the prediction approach yielded estimates of mean 
squared error (MSE) as a tool for the comparison of estimators. In the 
problem of estimating small area totals, Holt, Smith and Tomberlin 
(1979) specified various possibilities of population structure in order to 
model the assumed relationship across subareas. With a specified 
model, it becomes possible to determine whether or not it is supported 
by the data and also to study the effect of model misspecification on the 
bias of the observed estimators. Under different models, the variance of 
the estimator, the estimate of the variance and MSE change. They built 
model-based confidence intervals, which have interpretations in terms of 
repeated realizations under the super-population model. 

Purcell and Kish (1979,1980) reviewed the different existing 
techniques of small area estimation, subdividing them into the 
following broad categories, regression-based procedures, the use of 
empirical Bayes and of Bayesian methods, superpopulation prediction 
theory, clustering techniques, and categorical data analysis methods. 
They underlined the fact that small area domain estimation should not 
be considered as a homogeneous problem, but that there exist many 
other interacting factors such as domain size which should be taken into 
account when choosing the type of estimator. Sarndal (1984) later 
confirmed this. 

Hansen, Madow and Tepping (1978) used the term model 
dependent to designate estimators having desirable properties under a 
model but whose design bias does not necessarily tend to zero with 
increasing sample size. The most serious shortcoming of model- 
dependent estimators is that useful estimates of mean squared errors are 
not available using fixed effects models because associated variance 
estimates do not reflect the bias inherent in estimates based on models 
having a reduced set of parameters. Two different approaches were then 
taken to the problem of small area estimation. 

Fay and Herriot (1979) used the James-Stein theory of 
estimation (1961) on sample data to determine estimates of income for 
small places from the 1970 US Census of Population and Housing. In 
fact, they used an empirical Bayes approach which originated with 
Robbins (1955) and has been described by Efron and Morris (1975), 
thus formalizing the meritorious suggestion of Madow and Hansen 
(1975) of forming a weighted average of the sample and regression 
estimates. 

Battese and Fuller (1982), using a prediction approach, proposed 
a nested error regression model in order to estimate means. A more 
general model, a random coefficients regression model, had been 
previously proposed for a similar problem by Dempster, Rubin and 
Tsutakawa (1981). They used Bayesian techniques to estimate tr~ed and 
random effects in covariance component models when the covariances 
and variances are known and the EM algorithm to subsequently estimate 
these unknown parameters. The introduction of random effects models 
not only allows for standard maximum likelihood estimation, but also 
provides measures of the reliability of the final estimates of the 
proportions in the form of posterior variances. 

Ericksen (1974) warned that there is no systematic methodology 
for the assessment of the bias or accuracy of synthetic estimators. 
Despite these shortcomings, synthetic estimation si l l  remains a 
potentially powerful and attractive tool. There have been many reported 
empirical evaluations both on actual and simulated data sets of synthetic 
estimation in recent years, including Levy (1971), Gonzales (1973), and 
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Gonzales and Hoza (1978). Several of these types of studies are 
described in a volume edited by Platek and Singh (1986). 

Ericksen (1980) suggested using the mean squared error (MSE) to 
evaluate effectiveness of regression in small area estimation. He 
attempted to answer such questions as: when should more predictor 
variables be added to the regression equation; and should James-Stein 
weighting procedures be used when the synthetic and the regression 
estimate are far apart. He also warned of the effects of outliers on both 
the resulting estimate and is estimated error. Perhaps the effect on 
small area estimators of the failure of the linear model assumptions 
should be more seriously studied. 

Although applied to the estimation of counts such as 
unemployment and mortality statistics, most of these techniques 
described were designed primarily for continuous outcome variables. 
Purcell and Kish (1980) introduced a categorical data analysis method 
for obtaining estimates of counts for small domains. Essentially, their 
methodology involves fitting log-linear models to the data, omitting 
some of the higher order interaction terms and obtaining estimates by 
the iterative proportional fitting algorithm described by Deming and 
Stephan (1940). We propose to extend these models to the problem of 
estimation of proportions in small domains as originally conceived by 
Dempster and Tomberlin (1980) by applying empirical Bayes 
techniques and random effects models. This will have the ensuing 
advantage that a measure of uncertainty of the small area estimates is 
available through the approximate posterior variances. Empirical Bayes 
estimation based on simple logistic random effects have already proven 
useful in studying regional variation in mortality rates by Miao (1977). 
Somewhat more complex random effects models have been used for 
proportions on data from the World Fertility Survey (Wong and Mason 
1985) and for Poisson parameters on automobile insurance data 
(Weisberg, Tomberlin, and Chatterjee 1984 and Tomberlin 1987). 

Roberts, Rat  and Kumar (1986) fitted logistic regression models 
to binary outcome data obtained using complex sampling schemes, 
constructed "pseudo-maximum likelihood" estimators, and compared 
their estimates to unbaised ones. They also proposed a goodness-of-fit 
test for their model, which takes the sampling design into account. A 
fundamental difference between our approach and that of Roberts et al, 
is that by incorporating the characteristics of the sample design into the 
model, we can estimate parameters, and obtain readily interpretable 
measures of their reliability by means of standard maximum likelihood 
techniques. 

2. THE MODEL 

Following the framework set up by Dempster and Tomberlin 
(1980), in its most general form, a model can be set up which describes 
the probabilities associated with individuals in the population as 
function of categorical variables, continuous covariates and sampling 
characteristics. The models we consider in this paper are specific 
examples of the following, 

(2.1) logi t (x  t v) = 0~t + X~tv]~ + Cv 

where the subscript, ~t, refers to a set of categorical variable covariates, 
and the subscript, v, refers to a set of nested sampling characteristics, 

indicating PSU, SSU within PSU, and so on. The parameter, 01. t, 

represents a sum of fixed classification effects, the parameter, Cv, 
represents a sum of random effects associated with sampling 
characteristics, the vector, X~t v, represents a vector of quantitative 

covariates, and the parameter, ~., is a vector of logistic linear regression 
parameters. 

More concisely, this model can be re-expressed as the following, 

(2.2) logit(K) = D u  = [D 1 D 2 D 3 ] [.~ ~ ~]T 

where D 1 is a design matrix for the classification variables, D 2 is a 
matrix of quantitative covariates, D 3 is a design matrix for sampling 

unit membership, ~ and ~ are vectors of fixed parameters, and ~ is a 
vector of nested random effects. 

In both model descriptions, (2.1) and (2.2), the random effects 
parameters are assumed to have some parametric distribution, usually a 
multivariate normal distribution. 

For illustration purposes, consider the following simple 
situation. Let the proportion of interest be the labour force 
participation rate. Suppose we have one classification variable 
indicating the sex of the individual, and one continuous covariate 
indicating age. Suppose further that the sample design is a simple, two 
stage cluster sample. In the first stage, a sample of counties is drawn, 
and simple random samples of individuals within selected counties are 
drawn at the second stage. 

For estimation purposes, consider the following model, 

(2.3)  logi t  (/I;ixv) = 0ix + (~i 

(2.4) ~i " i . i .d N o r m a l  (0, 0 2 ) 

Here, the classification subscript, It, indicates the sex of the individual, 
and the sampling characteristics subscript, v --- ij, indicates the jth 
individual within the ith PSU. 

The consequence of assuming that the PSU effects are 
independent, identically distributed is that PSU departures away from 
the fixed part of the model are treated as exchangeable; that is, apart 
from effects of age and sex, no systematic information exists regarding 
differential employment rates among the counties in the population. 
Obviously in a realistic situation, such information would exist, for 
example, dominant industry, distance from principal markets, retail 
sales, etc. In such cases, this auxiliary information should be 
incorporated into the model. For purposes of illustration, we will 
continue with this simple model, postponing the discussion of a more 
realistic model until we reach the point of analyzing real data. The 
choice of a normal distribution of the error terms is a mathematical 
convenience, and the consequences of this choice must also be evaluated 
after actual data analysis. 

Extensions from the simple model described in (2.3-4) to 
accommodate additional covariates, both categorical and quantitative, 
and more complex sample designs should be relatively straight forward. 

3. ESTIMATES 

In this section, we develop empirical Bayes estimates for the 
simple model described in equations (2.3-4). First, it is assumed that 
the variance component, 0 2 , is known, and Bayesian estimates of the 
proportions ~lxij are obtained. Then, the EM algorithm, as described by 
Dempster, Laird and Rubin (1977), is used to obtain the maximum 
likelihood estimate of 6 2 allowing for empirical Bayes estimates. 
Finally, posterior variances of these estimates are obtained. The 
development of these estimates is similar to that described by Laird 
(1978) and by Tomberlin (1987). 

3.1 Bayes estimates 

As noted by Laird (1978) in her analysis of contingency tables, 
by Dempster, Rubin and Tsutakawa (1981) in their analysis of variance 
components for linear models, and by Tomberlin (1987) in his analysis 
of Poisson data, a Bayesian analysis of a mixed model such as described 
in (2.3-4) can be obtained by placing a flat prior on the fixed 
parameters, ¢~t and 13 and the proper prior given in (2.4) on the random 

parameters, ¢i. 

Let the vector of 0-1 outcome variables indicating membership 
in the labour force be represented by y. The data are then distributed as 
a product binomial given by, 

(3.1) P(Y ] a ) ° e  H ~y~jgij (1 - ~gij )(1- Y~iJ) 
~ j  

The prior distribution of the parameters is given by, 

  o00o , I 
Thus, the joint distribution of the data, y, and the parameters is given 
by, 

342 



(3.3) p(y, 9.,~, [~ I d,  X ) =p(y I 0,~,[~, d,  X ) p(9.,~, [$ 102, X ) 

xYaJ ( l ' x  N) exp 

From this, the posterior distribution of the parameters is given by, 

p ( y , 0 , ~ ,  I~ I o~, X ) 
(3.4) p(0,  ~, 131y, o 2, X )= 

p(y  I02 ,X ) 

It is impossible to obtain a closed form expression for the posterior 
given in (3.4) due to the intractable integration required to obtain the 
marginal distribution of y. Here we adopt the approximation employed 
by Laird (1978) and by Tomberlin (1987). The posterior is expressed as 
a multivariate normal distribution having its mean at the mode of (3.4) 
and covariance matrix equal to the inverse of the information matrix 
evaluated at the mode. 

Obtaining the mode requires solving the following set of 
equations, using a multivariate Newton-Raphson algorithm. 

E E ^ (3 .5)  Ygij Xrtij ~: gij Xgij 
~U rtij 

E E ^ (3 .6)  . . . .  Y~tij x ~tij 
]j 1j 

E A (3 .7)  ( Y~tij - r~ ) _ .__~)i = 0 
i gij 02 

The posterior covariance matrix of the parameters is found by 
inverting the negative of the second derivative matrix of the log of (3.4) 
taken with respect to the parameters, and evaluated at the mode. Note 
that neither the equations for the mode, nor the covariance matrix 
involve the intractable denominator of (3.4). 

Elements of the inverse of the posterior covariance matrix are 
given by, 

_~)2 ~ A A 
(3.8) - - - -  = 2_, x gij ( 1 - x gij ) X2 gij 

8~ 2 ,ij 

-0 2 ~ ^ ^ 
(3 .9)  - 2 _ , X  ( 1 - X  ) 

002 ij gij gij 
g 

_~)2 ~ ^ ^ 1 
(3.10) - ~ n  ( 1 - ~  ) - - - - -  

~,~ J ~ij ~ij o2 

_~2 E A ^ 
- 7c ( 1 - ~  ) X  

(3 .11)  /)1~ ~)0 ij gij gij gij 
ix 

(3.12) _~)2 E ^ ^ 
= x gij ( 1 - x ~tij ) Xgij 

~ 0~)i gj 

-02 ~ ^ ^ 
(3 .13)  = 2 ~ x  ( 1 - x  ) 

c)0 c)~)i J gij gij 
g 

3.2 Empirical Bayes Estimates. 
To obtain empirical Bayes estimates, the prior variance, t~ 2, 

must be estimated from the data. A reliable estimate requires a 
reasonable number of PSU's in the sample. We propose to estimate the 
prior variance using an EM algorithm as described by Dempster, Laird 
and Rubin (1977). The general framework for the estimates is similar 
to that employed by Laird (1978) for contingency table analysis, and 
Tomberlin (1987) for Poisson data in a two way classification. The 
estimates for the simple two-stage sample are obtained in exactly the 

same way as used by Leonard (1987) and Leonard and Tomberlin 
(1987). 

The algorithm is initiated by choosing a starting value, or(0)2, 
for the variance component. The posterior distribution of the random 
effects, q~i, is then obtained by carrying out a Bayesian analysis as 
described in Section 2. This posterior distribution is then used to 
implement the E-step. The expected value of the sufficient statistic is 
calculated conditional on the data. The M-step is then completed by 
merely calculating the maximum likelihood function of the sufficient 
statistics. For a more complete description of the EM algorithm for 
regular exponential densities, see Dempster, Laird, and Rubin (1977). 
The process is then repeated with a Bayesian analysis based on the 
updated estimate of the variance component, o(1) 2 . .  The algorithm is 
continued until it converges. 

4. THE SIMULATION STUDY 

A simulation study was carried out to illustrate the 
characteristics of three different methodologies for producing local area 
estimates of proportions. The three methods evaluated were, the 
classical unbiased estimates, model-based estimates similar to the 
straightforward "synthetic estimates" of Gonzales and Hoza (1978), and 
the proposed empirical Bayes estimates described in section 3, above. 
Data were simulated for a two-stage sample design. The 15 primary 
sampling units (PSU's) were also treated as the local areas for which 
individual estimates of labour force participation rates were required. 
Within each of the 15 PSU's, simple random samples of 25 individuals 
were drawn, for a total sample size of 375. 

As evaluations for local area estimates were required, it was 
decided to simulate resampling at the second stage only. That is, the 
same 15 PSU's were drawn for each of the simulation studies. Each 
replicate consisted of a different sample drawn within these PSU's. The 
study was based on 205 replications. 

The data were generated using the model described in equation 
(2.3). The pararneters were defined as follows, 

(4 . ] )  0 = - 0 . 5  
1 

0 = - 1 . 0  
2 

= 0.1 

~i "" Normal  ( I.t = 0 ,  o = 0 .25  ) 

Here, 01 and 02 are the fixed effects associated with men and 
women respectively. That is, the odds ratio for labour force 
participation of men to women is exp[0.5] = 1.65. The parameter 13 is 
the slope parameter associated with age, and the (hi are the logistic 
random effects associated with the 15 PSU's, or local areas. 

The predictor variables, were generated with identical 
distributions for each of the 15 local areas. Age was distributed 
hniformly on the interval 20 to 40 years, the sex of each individual was 
drawn from a Bernoulli distribution with proportion 0.5, and the two 
predictor variables were assumed to be independently distributed. The 
population labour force participation rates for the 15 local areas are 
displayed in Table 1. As each local area was assumed to have the same 
distribution on the predictor variables, the only source of variation from 
area to area was the random local area effects, the (hi. 

Table 1. Population labour force participation rates by 
local area. 

Local Area 1 2 3 4 5 
Participation Rate 0.79 0.79 0.96 0.88 0.90 

Local Area 6 7 8 9 10 
Participation Rate 0.95 0.86 0.96 0.61 0.87 

Local Area 1 1 1 2 13 1 4 1 5 
Participation Rate 0.81 0.91 0.94 0.92 0.83 

The observed local area sample proportions were used as unbiased 
estimates. The synthetic estimator was based on the following fixed 
effects, logit model, 
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(4.2) logit  ( X~tv ) = 0~t 

where, X~v and 0tt are defined as for the random effects model in (2.3). 
Notice, only data from a particular local area are used to form the 
unbiased estimator while data are pooled from all local areas to obtain 
the synthetic estimator. However, the synthetic estimators will be 
biased to a degree which depends on the extent that model (4.2) fails to 
capture differences between local areas. 

The third estimator studied here is the proposed empirical Bayes 
estimator described in Section 3. Due to the amount of computer time 
required to estimate the variance component associated with the local 
area effects, in fact, the Bayes estimator described in Section 3.1 was 
employed. The prior variance used for these estimates was the known 
value of the variance given in (4.1) used to simulate the data. As a 
result of this compromise, the results for the "empirical Bayes" 
estimator given below would be expected to be somewhat better than 
those which would be obtained using a true empirical Bayes estimator. 
However, sensitivity analyses aimed at determining the effect of 
changes in the prior variance indicate that the results which would be 
obtained using the empirical Bayes estimator would not be substantially 
different from those reported here for the Bayes estimator. 

To look at bias, (in the classical sense of design-based inference) 
the estimates were averaged over all 205 replicates. Averages for each 
of the 15 local areas, for each estimation method are presented in Figure 
1. The population rates are plotted as the "True Proportions". These 
rates are almost exactly the same as the average unbiased estimates, and 
for the most part, are not visible on the graph. This confirms the 
unbiased nature of the classical estimates. If data from the local area in 
consideration are used alone to form estimates, these estimates can be 
made unbiased. 

Figure 1. Averages of the estimated labour force 
participation rates for each of the three estimation 

methods plotted by local area. 
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The "synthetic" estimates do not vary much from local area to 
local area. As each local area rate is based on the same pooled, fixed 
parameter estimates, the only source of variability from local area to 
local area is the small variability in the realized distributions of the 
predictor variables. The bias of this estimator can be large, as for 
example is the case for local area 9, where the synthetic method has a 
large positive bias. On the other hand, it should be noted that the 
synthetic method could not be expected to perform very well where 
there is little variability between the local area distributions of predictor 
variables. 

The averages of the proposed Empirical Bayes estimates are in 
between the two extremes of the unbiased and synthetic estimates. 
They are biased, again in the classical sense, but their biases are smaller 
than those of the fixed effects model synthetic estimators. 

Empirical Root Mean Square Errors (RMSE) were also calculated 
for each of the three estimators. These are presented in Figure 2. This 
plot demonstrates graphically where the synthetic estimator performs 
well and where it performs poorly. For local areas 7 and 10, where the 
local area effect is close to zero, the expected value of the synthetic 
estimator is very close to the population proportion. In these areas, the 

synthetic estimator has by far the smallest RMSE. By pooling data 
from the whole sample, it obtains a small sampling variance. On the 
other hand, in local area 9 where the local area effect is quite large, the 
associated RMSE for the synthetic estimator is also very large, due to 
its large bias. The empirical Bayes estimator obtains most of the 
reduction in RMSE that results from pooling the data across local areas, 
without suffering from the large bias associated with the synthetic 
estimator in those areas with large local area effects. In all but two 
cases, the empirical Bayes estimator achieves a smaller RMSE than the 
unbiased estimator. For local area 3, the RMSE's for the two 
estimators are about the same, and for local area 9, with a large local 
area effect, that of the empirical Bayes estimator is somewhat larger 
than that of the unbiased estimator. In short, the empirical Bayes 
estimator is sometimes the best of the three and never the worst. 

Figure 2. Empirical Root Mean Square Errors associated 
with each of the three estimation techniques plotted by 

local area. 
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One of the principal shortcomings of the usual, fixed effects 
synthetic estimators is the difficulty in obtaining useful measures of 
associated accuracy. One can only obtain measures of sampling 
variances. Measures of bias which reflect model inadequacies are not 
available. For unbiased estimates, on the other hand, the usual 
estimates of sampling variability are also mean square error estimates as 
their is no bias. For the empirical Bayes estimates, measures of 
uncertainty are available from the posterior covariance matrix of the 
parameters. These posterior variances reflect sampling variability as 
well as the "bias" which comes from simple fixed effects model 
inadequacies. This latter source of uncertainty is captured via the 
variability in the local area effects parameters. 

The usefulness of these measures of uncertainty are compared 
graphically in Figure 3. The vertical axis corresponds to the empirical 
root mean square error (RMSE) which is obtained by comparing the 
individual replicate estimates with the known population proportions 
for each local area. The horizontal axis corresponds to the "reported 
RMSE". For the classical unbiased estimates, these are merely the 
sampling standard deviations for simple random sampling. For the 
synthetic estimates, they are also sampling standard deviations, 
corrected for the cluster sampling. The "reported RMSE" for the 
empirical Bayes estimates are the square roots of the posterior variances 
of the estimated proportions which were obtained using the methods 
described in Section 3.2 above. 
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Figure 3. Empirical Mean Square Errors vs. "Reported 
Mean Square Errors" for each of the three estimation 

techniques. 
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Note that the points corresponding to the unbiased estimates lie 
along a line indicating that the reported RMSE's are very close to the 
empirical RMSE's. This is as expected since there is no bias in these, 
so the reported RMSE's and the empirical RMSE's are merely sampling 
standard deviations. As opposed to this, the points corresponding to the 
synthetic estimates are in a cluster above 0.015 to 0.020 on the 
horizontal axes. For these estimates, the "Reported RMSE's" are 
estimates of sampling standard deviations, which for these pooled 
estimates are all quite small. However, the empirical RMSE's for these 
estimates are quite a different story. They range from 0.015 to 0.100, 
with one outlier in excess of 0.250 (local area 9). Sampling variances 
alone are not sufficient to describe the uncertainty associated with the 
estimates. 

The case for the empirical Bayes estimators is again in between 
these two extremes. However, with respect to the relationship between 
reported RMSE and empirical RMSE it is much closer to the 
corresponding relationship for the unbiased estimators. With the 
exception of the point associated with local area 9, the average reported 
RMSE's are very close to the corresponding empirical RMSE's. 

5.  C O N C L U S I O N S  

In the simple simulation of a two-stage sample where PSU's 
correspond to local areas, the proposed empirical Bayes estimators have 
been shown to be superior, overall to two standard alternatives. These 
have been evaluated in three ways, design-bias, root mean square error, 
and validity of estimable measures of uncertainty. The classical 
estimator is shown to be superior in terms of design-bias, as it is 
design unbiased. In addition, valid estimates of RMSE's are available 
using standard techniques. However, these estimators suffer from large 

RMSE's due to the fact that they are formed from limited amounts of 
data. Indeed, unlike the other two alternatives, no estimates can be 
formed at all for local areas not in the sample. 

At the other extreme, the synthetic estimator is far more stable 
than either of its competitors. Since all estimates are based on data 
from the whole sample, associated sampling variances are much smaller 
than those of the other two estimators. On the other hand, this 
estimator is unable to adjust for local areas which are quite different 
from the rest. This is the case, even when data are available in the 
sample that would indicate such a difference. As important, estimates 
of uncertainty in the form of sampling standard deviations for this 
estimator are particularly misleading since they are unable to account 
for departures from the fLxed effects model. 

As a compromise between these two estimators, the empirical 
Bayes estimator performs well on all three assessments. By using the 
data from the specific local areas to the extent it is reliable, this 
estimator is able to avoid the large biases associated with the synthetic 
estimator. On the other hand, by pooling information from the whole 
sample, it has smaller sampling variances than the unbiased estimator, 
and generally smaller RMSE's. Finally, posterior variances are 
available as useful measures of uncertainty. 

Several tasks remain in the investigation of the proposed 
estimators. First, the effect of using true empirical Bayes estimators 
instead of Bayes estimators must be assessed. Some guidelines for 
minimum number of sampling units for valid empirical Bayes inference 
are required. Second, the estimation techniques need to be generalized to 
handle three and more stages of sampling. While the theoretical 
extension is trivial, the computational implications are not. Finally, 
these techniques must be applied to real data before recommending their 
adoption as a standard alternative for local area estimation. 
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