
AN EVALUATION OF AVAILABLE STATISTICAL SOFTWARE FOR THE ANALYSIS OF COMPLEX SURVEY DATA 

I. Introduction 
Data from complex survey designs require special 

consideration with regard to variance estimation and 
analysis, as a consequence of a departure from the 
assumption of simple random sampling. National 
surveys conducted by government organizations, 
industry, political organizations, and market research 
firms, often with disparate intentions, coincide in their 
determination to provide the greatest precision in 
estimates from sample data for fixed cost and time 
constraints. Consequently, many national surveys are 
characterized by design components which include 
stratif ication, clustering and disproportionate sam- 
pling. Statistical software packages are presently 
available which accommodate a complex survey de- 
sign. They can generate variance estimates of statis- 
tics expressed in terms of means, totals, ratios, and 
regression coefficients. The procedures vary however, 
in terms of program capabilities, computational ef f i -  
ciency, and user faci l i ty. 

Using data from the National Medical Care Expen- 
diture Survey, which is characterized by a highly 
complex survey design, existing statistical programs 
appropriate for the multivariate analysis of complex 
survey data are compared. The programs under inves- 
tigation are- the SURREGR procedure developed by 
the Research Triangle Institute (Holt, 1982), the 
SUPERCARP program developed by the Statistical 
Laboratory at Iowa State University (Hidiroglou, 
Fuller, and Hickman, 1980), the REPERR procedure in 
OSIRIS IV, developed at the University of Michigan 
(Van Eck, 1979), and the NASSREG procedure devel- 
oped by Westat (Chu, et al., 1985). The comparison 
focuses on analytical f lexibi l i ty, computational ef f i -  
ciency and user faci l i ty, for a series of multivariate 
analyses that are representative of the analytical 
requirements of the National Medical Care Expendi- 
ture Survey. 

2. Background 
Many general  purpose nat ional  sample surveys 

adopt s t ra t i f ica t ion  as a design fea ture  to increase the 
precision o¢ survey es t ima tes .  Disproport ionate sam- 
pling is another  s t ra tegy  adopted to insure suff icient  
representa t ion  of specific subgroups from an underly-  
ing population, while simultaneously allowing for the 
capaci ty  to yield precise e s t ima te s  of re levant  char-  
ac te r i s t ics  for the comple te  t a rge t  population. Clus- 
ter  sampling is a third method used in combinat ion 
with s t ra t i f ica t ion  and probability selection schemes 
to increase a sample's eff ic iency.  Other depar tures  
from equal select ion probability sampling in large 
scale surveys are due to coverage deficiencies.  Gen- 
eral ly ,  specific subgroups of an underlying population 
are more prone to refuse part icipat ion in the survey, 
forcing considerat ion of non-response adjus tments  to 
minimize bias when es t imat ing  re levant  population 
pa ramete r s  and totals .  All these methods o¢ sampling, 
as they depar t  from an equal probability select ion 
design, are components  o¢ the se t  of survey s t ra tegies  
which c rea t e  a complex survey design. Fur ther  com- 
plexit ies are added to the es t imat ion  process through 
the derivat ion of sampling weights,  which re f lec t  
unequal select ion probabilit ies and include posts t ra t i  
f ication adjus tments  to force sums of weights to more 
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accurate population figures from external sources 
(Cohen, 1983). 

Due to the nature o¢ complex survey designs, there  
is cause for concern regarding the methods o¢ variance 
es t imat ion  and the subsequent use of the e s t ima tes  in 
the construct ion of confidence intervals  and hypothesis 
test ing.  Standard methods o¢ variance es t imat ion  for 
means,  proportions,  ratio e s t ima tes  and regression 
coeff ic ients ,  which are present  in the most commonly 
used s ta t i s t ica l  package programs,  assume simple 
random sampling (such as SPSS Stat is t ical  Package for 
the Social Sc iences ,  SAS Stat is t ical  Analysis S y s t e m ,  
BMDP Biomedical Data Program and OSIRIS). When 
this approach is direct ly used with data from a com- 
plex survey design, the result  is of ten an underes t i -  
mate  of the true variabil i ty of a s ta t is t ic  (Cohen and 
Kalsbeek, 1981). The consequences for s ta t i s t ica l  
inference is an ant iconservat ive  tes t .  This suggests 
the probability of reject ing the null hypothesis is 
g rea te r  than expected  when an appropriate  e s t ima te  o¢ 
variance is used. 

Several methods for approximating sampling vari-  
ances,  which incorporate  the components  of a complex 
survey design, have been developed. The three  most 
general ly accepted  and frequent ly used techniques are 
the method of Balanced Repeated Replication (BRR), 
the "jack-knife" method,  and the Taylor series l ineari-  
zation method (Cohen and Kalsbeek, 1981). These 
variance es t imat ion  s t ra tegies  have been incorporated 
as procedures in severa l  of the widely used s t a t i s t i ca l  
packages. 

Population Es t imates  
When analyt ica l  a t t en t ion  is directed towards 

s ta t is t ics  expressed in t e rms  of means,  proportions, 
to ta ls ,  and rat ios,  unbiased population e s t ima te s  and 
their  respect ive standard errors can be derived by use 
of the following programs: SUPERCARP, 
SESUDAAN/RATIOEST, PSALMS or HESBRR. The 
SUPERCARP program (Cluster Analysis and Regres-  
sion Program) developed by the Survey Section o¢ the 
Stat is t ical  Laboratory at  Iowa State University,  uses 
the Taylor series l inearization method of variance 
es t imat ion  appropriate  for complex survey data .  The 
SESUDAAN program (Standard Errors Program for 
Computing o¢ Standardized Rates  from Sample Survey 
Data), which is accessible through SAS, also allows for 
the generat ion of variance e s t ima tes  for means,  to ta ls ,  
and proportions using the Taylor series l inearizat ion 
method (Shah, 1981). Similarly, variance e s t ima tes  of 
ratios can be genera ted  through the SAS accessible 
procedure,  RATIOEST (Standard Errors Program for 
Computing of Ratio Es t imates  from Sample Survey 
Data) also using a l inearizat ion approximation (Shah, 
1981). The PSALMS (Sampling Error Analysis) proce- 
dure is a component  of the OSIRIS IV Sta t is t ica l  
Analysis and Data Management  Software Systems 
Package (Van Eck, 1979) 9 and also considers the Taylor 
series l inearizat ion method of variance es t imat ion  for 
complex survey data .  Al ternat ively ,  the balanced 
half-sample method of variance es t imat ion  can be 
implemented  through the Health Examination Survey 
Variance and Cross Tabulation Program (HESBRR) 
developed by the National Center  for Health Stat is t ics  
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(3ones, 1983). A comparison of the performance of 
these four variance estimation programs was con- 
ducted for survey statistics expressed in mean, total 
and ratio form, using data from a complex National 
Medical Care Expenditure Survey. Study findings 
revealed the SESUDAAN/RATIOEST procedure to be 
the most ef f ic ient program in terms of Central Pro- 
cessing Unit (CPU) time used, and was consistently 
superior in terms of programming faci l i ty (Cohen, 
Burr, and ~]ones, 1986). 

Multivariate Analysis 
Research hypotheses that focus on a determination 

of the relationship between relevant health care 
measures and potential predispositional factors, fal l  
within the framework of multivariate regression 
analysis. The general multiple regression model takes 
the form: 

Y = X B + E  
where  

Y is an n by I vector representing sample observa- 
tions of the dependent variable, 

X is an n by p m a t r i x  of  s ample  d a t a  for the  (p - l )  
p red i spos i t i ona l  v a r i a b l e s  and i n t e r c e p t  t e r m ,  

B is a p by I v e c t o r  of  p a r a m e t e r s  to be e s t i m a t e d ,  
and 

E is an n by 1 v e c t o r  of  e r r o r  t e r m s .  

The classical assumptions associated with the model 
are: 

The X m a t r i x  is c o m p o s e d  of  n o n s t o c h a s t i c  
t e r m s .  In add i t ion ,  no e x a c t  l inear  r e l a t i o n -  
ship ex i s t s  a m o n g  two or more  of the  inde-  
penden t  va r i ab l e s .  

The dependent variable is normally distr i-  
buted with mean XB and constant 
variance Is2where I is an (n by n) identity 
matrix. 

The v e c t o r  E cons i s t s  of  i n d e p e n d e n t ,  i den t i -  
ca l ly  d i s t r i b u t e d  e r r o r  t e r m s  which fol low a 
n o r m a l  d i s t r ibu t ion  with ze ro  m e a n  and 
c o n s t a n t  v a r i a n c e  I s 2 .  

When a sample design employs a dif ferential  probabil- 
i ty of selection scheme, parameter estimates for the 
regression model must be derived using weighted least 
squares. Consequently, the matrix of estimated model 
parameters, B, takes the form 

B = (X' WX)  - I  X'  W Y  

where W is an n by n diagonal matr ix of analysis 
weights associated with the n sample observations, 
reflecting their probabilities of sample selection. 

The properties of the parameter estimates derived 
from weighted least squares estimation are discussed 
in Holt, et al. (1980), Kish and Frankel (197t~), and Shah 
et al. (1977). Survey design complexities necessitate 
that variances of the estimated model parameters be 
estimated by either jack-knife, balanced replication, 
or Taylor Series linearization methods. Hypothesis 
testing for model parameters can then be conducted by 
application of t-tests for individual parameters, or F- 
tests for multivariate considerations. 

Several regression programs are currently available 
that are appropriate for the analysis of complex survey 
data. The SUPERCARP procedure incorporates the 
weighted least squares method of regression coeff ic i -  
ent estimation, in addition to computing variances of 
the estimated coefficients by a Taylor series approxi- 
mation, to accommodate survey design complexities. 
These features are shared by a related regression 
program, SURREGR (Standard Errors of Regression 
Coefficients from Sample Survey Data Holt, 1982 ), 
which is accessible through SAS. Alternatively, one 
can gain access to repeated replication procedures to 
compute standard errors of regression coefficients 
derived from complex survey data through the OSIRIS 
IV Repeated Replication Sampling Error Analysis 
procedure, REPERR. This procedure allows for the 
creation of replications using one of three methods: 
balanced half-sample, jack-knife, or user specified 
replications. In addition, the SAS accessible NASSREG 
procedure developed by Westat (Chu, et al., 1985), also 
uses the balanced half-sample replication technique 
for variance estimates of regression coefficients. 

3. Analytical Requirements of the National 
Medical Care Expenditure Survey 
The National Medical Care Expenditure Survey 

(NMCES) was conducted to meet the needs of govern- 
ment agencies and health professionals for more 
comprehensive data on the uti l ization, costs, and 
sources of payment associated with medical care in 
the United States. The survey, which was cosponsored 
by the National Center for Health Services Research 
(NCHSR) and the National Center for Health Statistics 
(NCHS), has a complex design. A stratif ied multistage 
area probability design was further complicated by 
combining two independently drawn national samples 
of households, one by the Research Triangle Institute 
(RTI) and one by the National Opinion Research Center 
(NORC). Sampling specifications called for the selec- 
tion of approximately 149000 households to represent 
the civil ian noninstitutionalized population, with six 
interviews over an l S-month period during 1977 and 
1978. The survey was complemented by additional 
surveys of physicians and health care facil i t ies provid- 
ing care to household members during 1977 and of 
employers and insurance companies responsible for 
their insurance coverage. 

To address cr i t ical  health care policy issues, the 
economic, sociological and behavioral studies conduc- 
ted with NMCES data were often characterized by 
complex multivariate analyses. To date, over 100 
NCHSR analytical papers have been completed using 
the NMCES data. As a consequence of the frequency 
of application of mult ivariate regression analysis for 
hypothesis testing and estimation of model parame- 
ters, a study of the eff iciency and analytical capacity 
of alternative software procedures appropriate for 
complex survey data was considered. It was believed 
that the identif ication and subsequent use of the most 
eff ic ient software procedure, in terms of computer 
time and user faci l i ty,  would yield substantial savings 
in survey costs associated with data analysis. 

3.1. Study Design 
For the purposes of this study, a representative set 

of health care uti l ization, expenditure and morbidity 
measures were specified as criterion variables to 
typify the economic, sociological and behavioral 
multivariate analyses conducted with the NMCES 
data. The uti l ization measures included the number of 
outpatient physician contacts, hospital admissions, 
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dental visits, and the number of prescribed medi- 
cines. More specifically, all outpatient physician 
contacts made in 1977 included telephone calls. 
Hospital admissions included admissions of less than 24 
hours and those for women giving birth. Newborns 
were not counted as separate admissions unless they 
were admitted separately following delivery. Dental 
visits included all visits to a dentist, dental surgeon, 
oral surgeon, orthodontist, other dental specialist, 
dental hygienist, dental technician, or any other person 
for dental care. Prescribed medicines included any 
drug or other medical preparation prescribed by a 
physician, including refi l ls. Expenditure data for each 
of these specified uti l ization measures was also con- 
sidered. Disabil ity days served as the measure of 
morbidity, which included the number of days illness or 
injury kept a person in bed, away from job or other 
work, or usual act iv i ty (e.g. work around the house, 
school). 

Since the selected variables were primarily mea- 
sures of health care demand and morbidity, the model 
specification in this study incorporated a set of ex- 
planatory variables consistent with the demand equa- 
tion specifications in the health economics l iterature 
(Newhouse and Phelps, 1976). The following explana- 
tory variables were included in the respective regres- 
sion models: age, sex, race (white, non-white), health 
status (excellent/good, fair/poor), size of c i ty (SMSA, 
non-SMSA), region, education of household head (col- 
lege graduate, other), health insurance coverage (ever 
insured, never insured), private insurance coverage, 
(ever covered, never covered), Medicaid coverage 
(ever covered, never covered), and family income 
(Table 1). 

For a given model specif icat ion,  the software 
procedures under invest igation were required to: (l) 
produce regression coeff ic ient  e s t ima tes ,  (2) genera te  
the re la ted  variances or standard errors  of the coef-  
f icient  e s t ima tes ,  and (3) perform tes ts  of significance 
for the individual model coeff ic ients  and overal l  model 
specif icat ion.  The software comparison was primarily 
directed to program performance in t e rms  of computa-  
t ional eff iciency and user facil i ty.  The study was 
broadened to consider the e f f ec t  of sample size on 
computa t ional  eff ic iency.  

The comple te  NMCES data base contains observa-  
tions on 38,815 individuals. Often, descriptive and 
analytical reports concentrate on only a subset of that 
data base (e.g. the poor, the elderly, the uninsured, the 
unemployed). In addition, other data sets employ a 
complex survey design similar to the NMCES, but are 
based on smaller samples. For example) the National 
Medical Care Uti l ization and Expenditure Survey 
(NMCUES), conducted by NCHS in 1980, used a sample 
design and questionnaire similar to the NMCES. 
However, the sample included a much smaller number 
of participants (17,123 individuals). Consequently, the 
software comparison concentrated on three distinct 
NMCES samples of dif ferent sizes. The intent was to 
generalize study findings beyond the scope of the 
NMCES. The three samples of interest were: the 
overall  NMCES sample of 38,815 individuals, the 8,350 
individuals in NMCES grea te r  than or equal to 55 years 
of age,  and the 1,120 individuals in NMCES tha t  were 
unemployed.  

Fur ther ,  the specified number of regression 
analyses in a given production run were varied,  to 
de termine  whether  economies  of scale were achiev-  
able.  Three dist inct  production runs were considered: 
a single regression analysis,  five regression analyses,  
and nine regression analyses.  The nine regression 

analyses were distinguished by the dif ferent ut i l iza- 
tion, expenditure and morbidity measures specified as 
criterion variables for the study. The remaining 
production runs considered subsets of the nine distinct 
model specifications. The final design of the experi- 
ment could be characterized by a 3x3 table, whose 
rnarginals were represented by the three distinct 
classes of the two factors: sample size and number of 
regression analyses (Table 2). Within each of the nine 
cells of the study, all software procedures under 
investigation were implemented. 

4. Software Comparisons 
The four software procedures, SURREGR, 

SUPERCARP, REPERR and NASSREG, were compared 
with respect to ease of application, computer proces- 
sing time, and program capabilities. Prior to execu- 
tion of the procedures, the input data sets were sorted 
by two variables which identified sampling levels of 
the NMCES. Since the NMCES had a multi-stage 
sample design, the identif ication of the sampling unit 
levels was required for estimating standard errors. 
The f irst stage sampling level variable identified the 
respective strata of the design. The primary sampling 
units (e.g. counties) selected within strata were desig- 
nated by the second stage sampling level variable. 

4.1. User Fac i l i ty  
The SURREGR procedure required only five pro- 

gram s t a t emen t s  (Table 3) to produce the es t imated  
regression coeff ic ients ,  re la ted  standard errors ,  and 
required tes ts  of significance for model coeff ic ients ,  
for the comple te  set of regression analyses presented 
in Table I. The program s t a t emen t s  for SURREGR are 
presented in Table 4. The PROC s t a t emen t  identifies 
the SURREGR procedure,  and invokes the computat ion 
and printing of e s t ima ted  regression coeff ic ients .  The 
PSU and STRATUM s t a t emen t s  identify the nested 
s t ruc ture  of the sample design and the WEIGHT s t a t e -  
ment  specifies the sampling weight.  The MODEL 
s t a t emen t  identifies the dependent  variable(s) and the 
specified explanatory  variables.  Within this f rame-  
work) the procedure allows for mult iple regression 
analyses with the same set  of independent factors ,  by 
specifying a set of dist inct  dependent  variables in the 
model s t a t emen t .  Consequently,  five program s t a t e -  
ments  were also needed for the production run with 
five regression analyses specified, and for the single 
regression analysis.  Al ternat ively ,  only the model 
statement needs to be invoked for each additional 
model specification that alters the set of explanatory 
measures. An example of program output is presented 
in Table 5. 

The SUPERCARP procedure required 40 program 
statements (Table 3) to yield the required output for 
the complete set of nine regression analyses. The f irst 
program statement is the Parameter statement which 
requires specification of a program t i t le 
(CARPRUN3UDYX), the sample size (38,815), stratum 
sampling rates (0), the number of input variables (31), 
and the input fi le number (8) (Table 6). The parameter 
statement also indicates whether a counter variable is 
requested (1), whether a complex survey design is 
considered (0), the total number of regression analyses 
(9), listing options for sample data (I, I0,2), and whe- 
ther strata which contain only one observation are to 
be collapsed (I). The second program statement is 
referred to as the FORMAT statement9 and specifies 
the input format of the data set. The Variable Name 
statement is the third required program statement, 
and it contains names for all input variables. The next 
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program s ta t ement  is referred to as the screening 
operation s t a t ement ,  and allows for the removal of 
sample observations in subsequent analyses.  The 
Analysis s t a t ement  then identifies the type of analysis 
to be considered (1 = regression analysis), the number 
of variables considered (32), the type of regression 
analysis (1 = weighted least squares), an intercept  
indicator (1 = in tercept  specified), and an indicator for 
the number of tests  on groups of regression coeff ic-  
ients that  will be performed (1). A variable identifica- 
tion s t a t ement  then identifies the dependent and 
independent variables to be considered in the regres-  
sion analysis. Two additional program s ta tements  are 
needed to tes t  the overall  model specification, indicat- 
ing the number of coefficients  to be tes ted (15) and 
their identification. The four program s ta tements  
which const i tu te  a regression analysis specification 
must be repeated for each distinct regression analysis 
under consideration. Consequently, eight program 
s ta tements  are required for a single regress ionanalysis  
specification and twenty-four program s ta tements  are 
necessary for the five regression analyses under con- 
sideration. An example of program output is provided 
in Table 7. 

The OSIRIS IV REPERR procedure required five 
program s ta tements  (Table 3) to produce the es t imated  
regression coeff icients ,  related standard errors,  and 
other  required output for the complete  set of regres-  
sion analyses.  The &REPERR s ta tement  calls the 
REPERR procedure in OSIRIS and identifies the input 
data set and its re lated dictionary. The next s t a te -  
ment allows for a user specified label for program 
output.  A parameter  program s ta t ement  follows, 
which identifies the sampling s t ra ta  variable 
(STRATA=) and the sampling error computat ion unit 
variable (SECU=), the sampling weight (WTVAR=), the 
s tat is t ics  to be calculated (STAT=), and the type of 
printed output (REGR=). A model s t a t ement  is then 
required, which identifies the list of s t ratum values to 
be used in the analysis (STRATA=), and the replication 
formation model to use (MOD=). In this study, the 
balanced half-sample method of variance est imation 
was considered. Finally, a regression s t a t ement  is 
required to identify the independent variables (VARS=) 
and dependent variables (DEPV=) for the specified 
regression analyses. 

Similar to the SURREGR procedure,  REPERR 
allows for multiple regression analyses with the same 
set of independent factors,  with the specification of a 
set of distinct dependent variables in the regression 
s ta tement .  Five program s ta tements  were also re- 
quired for the production runs with five regression 
analyses specified, and for the single regression anal-  
ysis. The program s ta tements  for REPERR are pre- 
sented in Table 8, with an example o¢ program output 
provided in Table 9. 

The NASSREG procedure required 27 program 
s ta t ement s  to yield the desired program output for the 
complete  set of nine regression analyses. A minimum 
o¢ three program s ta tements  is required per regression 
analysis. The PROC s ta tement  identifies the 
NASSREG procedure, and invokes the computat ion and 
printing of the es t imated  regression coeff icients  and 
standard errors.  The MODEL s ta tement  identifies the 
dependent variable and the associated independent 
variables for a specific regression analysis. The 
WEIGHT s ta tement  identifies the full sample weight 
followed by the set of half-sample weights required to 
compute variance es t imates  of regression coeff icients  
by the method of balanced repeated replication. Only 
one dependent variable may be used in a MODEL 

s ta tement ,  and only one MODEL s t a t emen t  may be 
used for each PROC s ta t ement .  These three s ta te -  
ments must be repeated for each separate  regression 
analysis under consideration.  The program s ta tements  
for NASSREG are presented in Table 10, with an 
example of program output in Table l I. 

As a SAS accessible procedure,  the SURREGR 
program is user friendly and requires the minimum 
number of programming s t a tements  for the complete  
set of analyses under consideration. NASSREG is also 
a SAS accessible procedure,  requiring only three 
program s ta tements  for a single regression analysis. 
However, the user must supply the required set of 
repl icate  weights as program input for variance est i -  
mation using the method of balanced repeated  replica- 
tion. The OSIRIS IV REPERR procedure is also 
straightforward in its application, and requires the 
equivalent number of programming s ta tements  char-  
acter iz ing SURREGR, for the specified regression 
analyses.  Unlike NASSREG, this program directly 
generates  the required set of half-sample weights for 
variance est imat ion.  The SUPERCARP procedure 
requires more programming interact ion to implement ,  
both in terms of program s ta tements  a n d a t t e n t i o n  to 
detail .  The program format  is quite disciplined, where 
program commands must be specified in fixed column 
locations. The SURREGR and NASSREG procedures 
operate  on a SAS data set ,  whereas,  the SUPERCARP 
procedure inputs data stored in fixed block format  
through Fortran specifications.  As noted, the 
REPERR procedure requires an OSIRIS IV data set for 
program input. 

4.2. Prol~ram Efficiency 
The a l te rnat ive  software procedures were then 

compared in terms of computat ional  efficiency.  The 
SURREGR, SUPERCARP, and NASSREG procedures 
were run on the National Insti tutes of Health (NIH) 
Computer System, which is an IBM 370 facility.  The 
NIH Computer  System is located on the NIH Campus 
at  9000 Rockville Pike) Bethesda) Maryland 20205. 
Due to accessibil i ty considerations9 the OSIRIS IV 
REPERR procedure was run on the Parklawn Computer 
System, which is an IBM 370/3081 facility.  The 
Parklawn Computer center  is located a t  5600 Fishers 
Lane, Rockville, Maryland 20857. 

The comparisons focused on the Central  Processing 
Unit (CPU) t ime that  was required to run the respec- 
tive regression analysis programs. A direct  measure of 
computer  charges was not considered in the compari-  
son due to dramat ic  variations in charging algori thms 
across installations. These charging algori thms are 
generally a function of CPU t ime,  region size, number 
of tape drives, and Input/Output processes.  Since 
computat ion cost  is directly related to CPU time used 
for a part icular  job, this measure served as an indica- 
tor of both computat ional  efficiency and computer  
cost.  

As noted,  the a l te rnat ive  regression analysis pro- 
grams were not all currently supported by a single 
computer  installation that  was accessible.  Conse- 
quently, a standardized measure of CPU time had to 
be developed to faci l i ta te  comparisons across installa- 
tions. This was achieved by running the SURREGR 
procedure at  both facilitieso The data set representing 
the NMCES sample of individuals 55 years and over 
(n=8,350) was used, and the three distinct regression 
runs which varied the number of regression analyses 
specified in Table l were compared in terms of CPU 
t ime.  The ratios of the NIH computer  CPU time to 
the Parklawn computer  CPU time for the three dis- 
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t inct standard error runs were- 0.42 for a single 
regression analysis, 0.50 for five regression analyses) 
and 0.49 for nine regression analyses. The ratios 
corresponding to the number of specified regression 
analyses were then used to convert Parklawn CPU 
time to the NIH scale for the purposes of comparison. 

A summary of the computation time uti l ized by the 
study procedures) for the three distinct production 
runs and data sets of varying size, is presented in 
Table 12. As can be observed) the SURREGR pro- 
cedure was consistently stloeFior in terms of computa- 
tional eff iciency. The SUPERCARP procedure was 
consistently more eff ic ient than REPERR for all 
production runs on the data set with I)120 observa- 
tions. This is primarily a function of the type of 
variance estimation algorithm that is employed by the 
respective programs. As noted, REPERR considers a 
replication approach to variance estimation for com- 
plex survey data. This approach identifies a fixed set 
of representative half-samples from the specified 
sample (72 for the NMCES design), and requires the 
computation of regression coefficients for each half- 
sample. 

Although the NASSREG procedure also employs a 
replication approach to variance estimation) i t  was 
also consistently more eff ic ient than REPERR for all 
production runs on the data set with I,.120 observa- 
tions. This difference in computational eff iciency is 
due in part to the half-sample weight derivation that 
occurs in REPERR. As noted) the NASSREG pro- 
cedure assumes user specification of the set of half- 
sample replicate weights required for variance com- 
putation. The independent derivation of these weights 
requires use of an orthogonal matrix to define the 
structure of the half-samples on the data set. The 
matrix is usually constructed using the technique 
developed by Plackett and Burman (1943). The number 
of half-samples is a function of the number of strata 
employed in the study sample design) equal to the 
smallest multiple of four which is equal to or greater 
than the number of strata. Consequently) the NMCES 
sample design necessitated the computation of 72 sets 
of half-sample replicate weights for purposes of var- 
iance estimation. 

When attention is directed to the CPU time used 
for the production runs on the data set that character- 
ized the entire NMCES sample of 38,815 observations) 
the REPERR procedure is consistently more eff ic ient 
than SUPERCARP. Unlike SURREGR and 
SUPERCARP, where processing time is more directly 
affected by data base sample size, the processing time 
for the REPERR procedure is primarily driven by the 
required recomputation of regression coefficients for a 
fixed set of specified half-samples. More specifically, 
there is a point of intersection in the computer proces- 
sing t ime functions that  charac te r ize  SUPERCARP 
and REPERR) where the inefficiency of REPERR due 
to the fixed number of replicated computat ions is 
outweighed by the grea ter  sensitivity of SUPERCARP 
to data base sample size. NASSREG is generally the 
least eff icient  procedure) adversely af fec ted  by the 
required recomputat ion of regression coeff icients  for 
the specified set of half-samples) and sensitive to data 
base size. 

To determine whether economies of scale were 
achieved when the data base sample size was in- 
creased) a comparison of the CPU time required per 
observation was considered. Controlling for the speci- 
fied number of regression analyses) a pat tern of 
grea te r  program efficiency on a relat ive scale was 
de tec ted  for the larger data sets (Table 13). The 

decrease in CPU time per observation was generally 
much grea ter  for the comparisons of data sets of 
respective sizes 1,120 and 8)350. A much more modest 
decrease was noted when the comparisons focused on 
data sets of sizes 8,350 and 35,815, indicating poten- 
tial convergence to a fixed level for these large data 
sets. The REPERR procedure was charac ter ized  by 
the grea tes t  relat ive decrease in CPU time per obser- 
vation for increasing levels of sample size. The 
SURREGR program achieved moderate  gains in rela- 
tive efficiency for the larger data sets,  whereas only 
minimal gains were achieved by the SUPERCARP and 
NASSREG programs. 

Additional economies of scale were noted when the 
number of specified regression analyses were varied. 
Controlling for sample size) the CPU time required per 
regression analysis consistently decreased as the 
number of specified regression analyses were incre- 
mented (Table 14). This relationship was most notice-  
able for the REPERR and SURREGR procedures) 
which experienced the grea tes t  relat ive efficiencies.  

4.3. Program 0utput  Capabilities _ 
In addition to producing regression coeff icient  

es t imates  and their standard errors) and performing 
tests  of significance for the individual model coeffici-  
ents and overall  model specification, these programs 
possess unique capabili t ies that  distinguish them. A 
summary of program output capabili t ies is provided in 
Table 15. The SURREGR procedure includes as pro- 
gram output an es t imated  variance-covariance matrix 
for model coefficients) the weighted sample means for 
all variables specified in the regression model) and the 
multiple correlat ion coeff icient  for each regression 
specification.  SURREGR has the capacity to yield 
design ef fec ts  for each regression coeff ic ient ,  to 
simultaneously include continuous and categorical  
ef fects  in a model specification) and to specify a 
model with no intercept  term.  As a SAS procedure) it 
allows for the production of an output data set of 
es t imated  regression coeff icients ,  the rows of the 
related var iance-covar iance mat r ix )and  the design 
ef fec ts  for model coeff icients .  It also allows for the 
output of model residuals to a SAS data set.  

SUPERCARP program output includes the sample 
size, weighted sample means for all variables included 
in the regression analysis) and the related variance= 
covariance matrix.  The SUPERCARP procedure 
accommodates a multistage sample design, allows for 
f inite population correction factors in variance calcu- 
lations, and provides for automatic collapsing of strata 
that contain only one primary sampling unit. Further, 
the program has the f lexibi l i ty to compute tests of 
hypotheses for any subsets of the regression parame- 
ters) and includes an errors in variables regression 
procedure option. In addition, the SUPERCARP pac- 
kage allows for standard error computations of statis- 
tics expressed in terms of means, totals) and ratios 
using the Taylor series linearization method, has the 
capacity for the testing of hypotheses for domain 
contrasts, and provides for tests of independence in a 
two-wa y tab le. 

The REPERR procedure includes as program output 
the sample size) the weighted mean, weighted total ,  
and the standard deviation for each variable incor- 
porated in the regression analysis. Program output 
also includes the sum of squares by variable and sums 
of cross products between specified variables in the 
regression analysis. Replications for variance es t ima-  
tion are crea ted  by one of the following three 
methods: balanced half-sample) jack-knile or user 
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specified replications.  Additional optional regression 
summary stat is t ics  include: a multiple correlat ion 
coeff icient  (adjusted and unadjusted), an R-squared 
term for model fit (adjusted and unadjusted), partial 
correlat ion coeff ic ients ,  standardized regression 
coeff icients ,  and design ef fec ts  for es t imated  model 
parameters .  Another REPERR feature permits  pro- 
gram output to be stored in machine-readable form in 
a separate  file for later processing. 

NASSREG program output includes the number of 
repl icates  processed, the sample size and related 
weighted population es t imate ,  and a summary R- 
squared term for model fit. For a given regression 
model, NASSREG will automat ical ly  provide a tes t  for 
the overall  fit of the model. Additional tests  for the 
significance of a subset or linear combination of model 
coefficients  can be specified by the user. As a SAS 
procedure,  NASSREG permits the creat ion of an 
output data set consisting of the es t imated  model 
parameters  for the full sample and for each repl icate ,  
in addition to the related var iance-covariance matrix.  

4.4. Computat ional  Accuracy 
The four regression programs were further scruti-  

nized in terms of es t imated  regression coefficients  and 
related standard errors.  All four procedures used the 
method of weighted least squares to es t imate  model 
coefficients .  Consequently, the observed equivalence 
across programs for parameter  es t imates  of regression 
coefficients  was expected.  An example of this con- 
vergence in es t imated  regression coefficients  is pre- 
sented in Table 16. The model specification for this 
comparison considered expenditures for outpat ient  
physician contac ts  as the dependent variable, and the 
data base consisted of the overall  NMCES sample of 
38,815 individuals. 

As indicated, the SURREGR and SUPERCARP 
procedures compute standard errors of regression 
coefficients  using the Taylor series linearization 
method, while REPERR and NASSREG employ replica- 
tion techniques.  The similarity in behavior of the 
replication and linearization methods of variance 
est imation derived from large samples has been de- 
monstra ted (Kish and Frankel) 1974). A comparison 
across regression procedures revealed general  conver-  
gence in standard error es t imates .  The complemen-  
tary standard errors for the es t imated  regression 
coeff icients  are also presented in Table 16. 

The grea tes t  concordance in standard error es t i -  
mates  was achieved by the SURREGR and 
SUPERCARP procedures.  Although the procedures 
employing replication techniques for variance es t ima-  
tion exhibited less convergence,  this was due in part to 
the a l ternat ive  variance es t imators  employed by 
REPERR and NASSREG. Variance es t imates  of re- 
gression coeff icients  are derived in NASSREG by an 
average of the squared deviations of the half-sample 
regression coeff icient  es t imates  from the full sample 
es t imate ,  over the specified number of replications.  
Alternatively) REPERR considers the average of 
squared deviations of each half-sample regression 
coeff ic ient  es t imate  from its corresponding comple-  
mentary half-sample es t imate  (Cohen and Kalsbeek, 
1981). 

5. Summary 
Using data from the National Medical Care Expen- 

diture Survey, four widely used regression analysis 
programs appropriate for complex survey data were 
compared.  The programs under investigation in- 
cluded: SURREGR, SUPERCARP, REPERR, and 

NASSREG. The comparison concent ra ted  on user 
facility,  computat ional  efficiency,  and analyt ical  
flexibility. The study was also designed to measure 
the e f fec t  of a l ternat ive  specifications for data base 
size and number of regression analyses on program 
performance.  

This software comparison was directed to variance 
est imation tasks associated with the economic,  socio- 
logical, and behavioral mult ivar iate  analyses con- 
ducted with NMCES data.  A representa t ive  set of 
health care uti l ization, expenditures and morbidity 
measures were specified as cri terion variables, with 
demographic,  economic,  and health insurance coverage 
measures included as predictors in the regression 
models under consideration. All four programs had the 
capacity to produce regression coeff ic ient  es t imates)  
generate  the re la ted variances or standard errors of 
the coeff ic ient  es t imates  and perform tests  of signifi- 
cance for the individual model coefficients  and the 
overall  model specification. The programs, however,  
possess other unique capabil i t ies that  distinguish them. 

As a consequence of the frequency of application 
of mult ivar iate  regression analysis for NMCES analyti-  
cal reports,  the identification and subsequent use of 
the most eff icient  software procedure should yield 
substantial  savings in survey costs.  The SURREGR 
procedure is the recommended program of choice for 
these analyses.  The SURREGR procedure was straight 
forward in its application, requiring the minimum 
number of programming s ta tements  for the full set of 
analyses under consideration. The SURREGR proce- 
dure was also the most eff icient  program, in terms of 
CPU time used. This finding was consistent  over all 
specifications of data base size and number o'f speci- 
fied regression analyses.  
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Notes 

I. The views expressed in this paper are those of the 
authors and no off ic ia l  endorsement by the 
Department of Health and Human Services, The 
National Center for Health Services Research, or 
the National Center for Health Statistics is 
intended or should be inferred. 

2. Tables I - I#  were not presented in this paper due to 
space l imitations. They may be obtained from the 
author by writ ing to" Dr. Steven B. Cohen) 
National Center for Health Services Research and 
Health Care Technology Assessment, Room 3-50 
Park Building, 5600 Fishers Lane) Rockville, 
Maryland 20857. 
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