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I. Introduction 

The survey design and methodology for first 
order estimation (i.e., aggregates, means, 
proportions) for the National Health Interview 
Survey (NHIS) are very complex. These complexi- 
ties result from efforts by statisticians at the 
U.S. Census Bureau and the National Center for 
Health Statistics (NCHS) to produce highly reli- 
able estimates of health related characteristics 
of the United States population under rigorous 
cost constraints. Unfortunately, the complex 
sample design and estimation procedures utilized 
in the NHIS make the direct estimation of the 
variance of the first order estimators virtually 
impossible, so that other indirect methods such 
as the Jackknife, Balanced Repeated Replication 
(BRR), linearization or bootstrapping must be 
used. Rust (1985) notes that at present, on 
theoretical grounds, there appears to be little 
to choose among these various methods and in most 
cases it is the availability, cost and ease of 
use of computer software that are the main 
considerations in the practical choice among 
these methods. 

Historically, the BRR procedure has been used 
for NHIS variance estimation but concurrent with 
implementation of the new design in 1985, it was 
decided to change to the linearization procedure. 
There were three primary reasons for this 
decision. First, the new design called for two 
primary sampling units (PSUs) to be selected PPS 
without replacement from each non-self-represent- 
ing stratum, so it was no longer reasonable to 
assume that first stage selection was indepen- 
dent. This lack of independence would complicate 
the BRR procedure and require major modification 
of the existing NHIS variance estimation soft- 
ware. Secondly, NHIS estimation procedures are 
based on a sequence of ratio adjustments so that 
the computation of linearized estimates of vari- 
ance is relatively simple and hence, inexpensive 
in terms of computer storage and CPU time com- 
pared to the alternative replicated procedures. 
Finally, it was felt that the linearization pro- 
cedure would give statisticians at the Census 
Bureau and NCHS greater latitude and flexibility 
in studying operational and statistical aspects 
of the NHIS survey design and estimation method- 
ology (i.e., estimation of variance components, 
variance reduction due to ratio adjustment, 
etc.). The results presented in this paper and 
in Parsons and Casady (1986) demonstrate the 
power and flexibility of the new NHIS variance 
estimation software in evaluating NHIS estimation 
procedures. 

In the next section, the model for the 1985 
NHIS sample design and general NHIS estimation 
methodology will be briefly reviewed and the 
development of the NHIS linearized variance will 
be discussed. In the third section, an approxi- 
mation to the linearized form of the NHIS 
estimator will be suggested and the resulting 

estimator of variance will be empirically 
compared to the variance estimator developed in 
Section 2. In Section 4, the use of SESUDAAN to 
estimate variances for NHIS will be proposed. 
The implicit model assumptions required to use 
the SESUDAAN software will be briefly discussed 
and an empirical comparison of estimates from 
SESUDAAN and the linearized variance estimator 
will be presented. In Section 5, the results of 
the empirical studies will first be summarized 
and then used as the basis for recommendations 
regarding variance estimation methodology for 
NHIS. 
2. NHIS Design and First Order Estimation 

Prior to specifying the NHIS design and 
estimation models, the linearization variance 
estimation technique will be briefly reviewed. 

For a specified sample design, say D, let V(D,L) 
be an estimator for the variance of the simple 
linear estimator 

^ N 

L = ~ a. X. , where 
i i 

i=I 

ai = ~ 1  ~" if the i th frame element is selected 

[ 0 otherwise 

The distribution of the random vector 
a = (a 1,a2...,a N) is determined by the design 

D and X. is a known real number associated with 
i 

th 
the i frame element. Assume, via a Taylor's 
series expansion, the linear approximation to 

the non-linear estimator 8 is given by 
^ N 

L (O) = ~. a.  X. ~. 
1 1 

i=1 

The l i n e a r i z e d  v a r i a n c e  e s t i m a t o r  f o r  8 i s  t h e n  

g i v e n  by V(D, ~ . ( e ) ) .  I t  i s  i m p o r t a n t  t o  n o t e  
t h a t  t h e  a l g e b r a i c  fo rm o f  t h e  n o n - l i n e a r  

e s t i m a t o r  8 d e t e r m i n e s  t h e  f o r m u l a  r e q u i r e d  t o  
c a l c u l a t e  t h e  r e a l  numbers  X. ~. An e x c e l l e n t  

1 
d i s c u s s i o n  o f  t h e  l i n e a r i z a t i o n  e s t i m a t i o n  
p r o c e d u r e  can be f o u n d  in  W o o d r u f f  ( 1 9 7 1 ) .  

For  t h e  p u r p o s e s  of  t h i s  p a p e r ,  i t  i s  
s u f f i c i e n t  t o  know t h a t  NHIS u t i l i z e s  a 
s t r a t i f i e d  m u l t i s t a g e  c l u s t e r  d e s i g n  w i t h  PPS 
s a m p l i n g  a t  t h e  f i r s t  s t a g e  and ( a s sumed)  s i m p l e  
random s a m p l i n g  a t  a l l  h i g h e r  s t a g e s .  A more 
d e t a i l e d  d e s c r i p t i o n  o f  t h e  d e s i g n  and t h e  

algebraic formula for V(D,~.) can be found in 
Parsons and Casady (1986). 

The general form of the NHIS estimators for 
person based aggregates and means (or 
proportions) are 

N ^ ^ 

X' = ~ ai ~2i ~Ii [WiXiYi] (I) 
i=I 
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N ^ ^ 

and - ~ ai k2i X1i [Wi XiYi] 
X' - i-I 

N ^ ^ 

a i Xai X1i[WiY i] 
i=I 

(2) 

th 
where for the i person, W. is the simple i 

inflation weight (i.e., the inverse of the 
probability of selection), X. is the value 

i 
of the variate of interest, Y. is a variate 

i 
^ 

indicating domain of study membership, kli 

is the first stage ratio adjustment factor 

and ~2i is the second stage ratio (or post- 

stratification) adjustment factor. For the 
purpose of this paper, bracketed quantities in 
first order estimators are to be considered fixed 
real constants. 

As both the first and second stage adjustment 
factors depend on the random vector a, it is 
clear that X' and X' are non-linear estimators. 
Actually the estimators X' and X' are even more 
complex than the representations in (I) and (2) 
indicate because the second stage ratio adjust- 
ment factors are functionally dependent on the 
first stage ratio adjustment factors. Detailed 
representations for NHIS estimators may be found 
in Schaible (1975). Parsons and Casady (1986) 
derive the linearized forms of X' and X'and in 
addition, Parsons has written a computer software 
package to produce variance estimates utilizing 

^ ^ ^ ^ 

the estimators V(D,L(X')) and V(D,L(X')). 
3. A Variance Estimator Using a Simplified First 

Order Estimation 

The complex algebraic structure of the NHIS 
estimators X' and X' necessitates a computer 
program that requires a relatively large amount 
of internal storage and CPU time to produce 

variance estimates using V(D,L(X')) and 
^ ^ 

V(D,L(X')). Although this is not a problem if 
only a few variance estimates are required, such 
is not the case for large production runs. One 
possible approach to reducing storage and CPU 
requirements is to simplify the estimation 
equations by assuming a simpler algebraic form 
for X' and X'. 

Motivated by the fact that the first stage 
ratio adjustment factors are only applied to the 
inflation weights of persons in non-self- 
representing PSUs and the fact that results in 
Parsons and Casady (1986) indicated the first 
stage ratio adjustment had little impact on the 
variance of the first order estimators, it was 
decided to investigate the performance of the 
linearization variance estimator when it was 
assumed that 

N ^ ^ 

X' - ~ ai k2i [X1i Wi XiYi] 
i=I 

(3) 

N ^ 

ai k2i [~Ii Wi X i Y i ]  
and X' = i= I  

N ^ 

ai k2i [~Ii WiYi 
i-I 

(4) 

That is, the linear approximations, say ~.I(X') 

^ 

and L I(X'), were derived under the assumption 

that the first stage ratio adjustment factors 
were not random variables. 

This simplifying assumption had the effect of 
reducing the CPU time by a factor of 20%, and 
internal storage by a factor of 40%. To evaluate 
the performance of the simplified estimation 
procedure, relative to the standard procedure, 
the ratio of estimated standard errors 

[V(D,L I(-)) / V(D,L(-))]~, was calculated for a 

broad range of NHIS variates (including demo- 
graphic, socio-economic and health variates) and 
broad range of domains of study. Some of the 
results of this study are presented in Tables I, 
2 and 3. These results indicate that the simpli- 
fied estimator produces a close approximation to 
the estimate of standard error provided by the 
standard linearized estimator. In general, it 
appears to provide a very slight over-estimate of 
standard error. However, the largest observed 
over-estimate was only 3.05% larger than standard 
linearized estimate (for health characteristics 
the largest over-estimate was only 1.70% 
larger). All observed under-estimates were less 
than 2% smaller than the standard linearized 
estimate and nearly all observed under-estimates 
were less than I% smaller (only four were between 
I% and 2% smaller). The probable reason for the 
simplified estimator to produce slightly larger 
estimates than the standard estimator is that the 
simplified estimator ignores the slight variance 
reducing property of the first stage ratio 
adjustment factors. 
4. SESUDAAN/RATIOEST Estimates of Variance 

The results of the preceeding section provide 
some justification for the use of a simplified 
linear form when the objective is to "mass 
produce" variance estimates for NHIS. Unfortu- 
nately, this information is of little value to 
the consumer of NHIS public use tapes as the NHIS 
linearization program is not available to the 
general public. Recently Cohen, Burt and Jones 
(1986) studied several variance estimation 
programs including the widely available SESUDAAN/ 
RATIOEST, SUPERCARP and PSALMS programs. These 
three programs utilize essentially identical 
linearization procedures and hence, produce 
equivalent estimates of standard errors (Francis 
and Sedransk 1979). However, Cohen et al 
recommended the use of the SESUDAAN/RATIOEST 
program when the desired output was estimates of 
population means and totals and their associated 
standard errors in a cross-tabluated format. 
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Their recommendation was based primarily on 
programming facility and CPU time. 

Unfortunately, the sample design and 
estimators assumed in the SESUDAAN/RATIOEST 
program do not completely coincide with the 
sample design and estimators utilized by NHIS. 
Specifically, the SESUDAAN/RATIOEST design, 
denoted D*, assumes simple random sampling 
without replacement in the first stage where as 
NHIS utilizes PPS sampling without replacement. 
Further SESUDAAN/RATIOEST assumes (unless the 
user does some "fixing up") simple linear 
estimators or ratios of simple linear 
estimators. Thus, using SESUDAAN/RATIOEST for 
NHIS variance estimation requires that the user 
implicitly assume the design D* and estimators of 
the form 

N ^ ^ 

X' : ~ ai [~2i ~Ii Wi Xi Yi ] (5) 
i:I 

N ^ 

ai [12 i  )'1i Wi Xi Yi ] 
and X' = i : l  

N ^ ^ 

~ ai [~2i ~Ii Wi Yi ] 
i=I 

(6) 

It is not really possible to analytically fore- 
cast the impact of these assumptions on the 
variance estimators (Casady 1985). We were 
reasonably confident that the use of the design 
D* instead of D would have relatively little 
impact because even though the PSU's were 
selected PPS, the size measures were relatively 
homogeneous within stratum. However, we also 
suspected that absorbing the first and second 
stage adjustment factors into the base weights 
would tend to produce conservative estimates. 

Letting L2(') represent the linear 
approximation to estimators of the form assumed 
in (5) and (6), SESUDAAN/RATIOEST was used to 

produce estimates of variance V(D*,~.2(.)) for the 
same NHIS variates and domains of study as in the 
previous section. As in the preceding section, 

the ratios of [(V(D*, L2(.)) / V(D, L(.)))] ~ were 
calculated and are presented in Tables 4, 5 and 6. 

Based on the preceeding discussion, the results 
are not surprising. In general, the standard 
error estimates produced by SESUDAAN are 10 to 
15 percent larger than the estimates using the 
standard linearization estimator for health 
characteristics and socio-economic characteris- 
tics. As noted in the previous section, this 
tendency to produce conservative estimates is 
undoubtably due to the fact that the variance 
reducing property of the ratio adjustment factors 
is ignored. This point is further illustrated by 
the fact that the SESUDAAN/RATIOEST estimates of 
standard error for demographic attributes, which 
are highly correlated with the poststratification 
attributes, are commonly more than 25% larger than 

[~(D, t,(.))]~. 
5. Summary and Recommendation 

It has been demonstrated that, for a wide range 
of health variates and domains of study, the 

^ 

simplified linearized form L I(-) produces 
estimates of standard error that very closely 
approximate to those produced by the standard 

linearized form L(.). The linearized estimator 

~'a(') (together with the design D*), produce 
estimates of standard error that are 10 to 15 

percent larger than those produced by ~,(.) (under 
the design D). Thus, we feel that we can strongly 

recommend that V(D, LI(')) be used when larger 
numbers of estimates are required. Further, we 

feel that V(D*, L2(')) can only be marginally 
recommended as an acceptable procedure for 
estimating standard errors of health variates. 
Estimates under this procedure will tend to be 
conservative in the range of 10 to 15 percent. 
One word of caution is necessary. The estimator 
^ ^ 

V(D* L (.)) should not be used to estimate 
' 2 

standard error for estimates of population 
totals (or proportions) that closely correspond 
to post-stratification domains, as the estimates 
of standard error will tend to be much too large. 

Although the results presented in this paper 
cannot be extended to other complex sample 
surveys without extreme caution, they do serve to 
illustrate a general short coming of existing, 
supported software programs for complex surveys. 
Specifically, the existing software programs 
assume simpler sample designs and estimation 
procedures than are commonly used in the real 
world. Consequently, as we have seen in this 
paper, variance estimates produced by these 
programs will, in general, be conservative 
because the increased precision of the complex 
design and estimation methodology is not 
accounted for by the variance estimator. 
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Table I - Observed values of [V(D,L,,(p)) / V(D,~.(p)) ]~, 
where p is the NHIS estimate of the proportion of 
the population in the domain of study with a specified 
demographic attribute. 

Domain 
of 

Study 

N.E. 

M , W .  

South 
. . . .  

West 
,. 

Poverty 

Females South 

Blacks South 

Race (Black) 

1.0019 
. . . .  

1.0305 
. . . .  

.9979 
, . 

.9939 
. . . 

.9963 
. . . . .  

.9862 

Sex (Male) 

I .0300 
. . . . .  

I .0000 
. _ 

1.0132 
. . . .  

1.0000 

.9947 
. .  

I. 0059 

Demographic Attribute 

<17 

I .0146 

I .0000 
, . . .  

1.0000 

.9973 
. . . .  

I .0033 
• 

I .0042 

18-44 

1.0202 

1.0161 

I .0063 

.9955 
II i 

1.0069 

1.0000 

I. 0085 

Age 

45-64 

.9973 

.9972 

I .0000 
• 

1.0022 
ii 

I. 0049 

.9935 
. 

1.0018 I. 0000 

65 + 

.9981 

I .0040 

.9975 

.9986 

I .0054 

.9977 

.9925 
u 

~ A m  A ~ A i l  

T a b l e  2 - O b s e r v e d  v a l u e s  o f  [ V ( D , L , , ( p ) )  / 
A 

where p is the NHIS estimate of the proportion of 
the population in the domain of study with a specified 
socio-eeonomic attribute. 

Domain 
of 

Study 

U . S .  

N . E .  

, . . .  

M.W. 

South 
. 

West 

F emal es 

Blacks 

Age 65 + 

Females South 

Blacks South 
. . . . .  

Below Poverty 

.9954 
. . . .  

.9863 

1.0166 
. . . . .  

.9908 

. 9 9 9 2  

NC 

NC 

1.0037 

NC 

NC 

Socio-Economic Attribute 

<10,000 

.9973 

.9868 

I. 01 42 
. . . . .  

I. 0000 

I .0125 

.9972 

I .0000 
. . 

NC 

.9948 
. , 

I .0012 

Household Income 
. . . . .  

10,000-20,000 20,000-35,000 
. . . . . . . .  

1.0071 1.0041 
_ _  ~ - . . . . . .  

1.0170 1.0063 
. . . . .  

I .0041 I .0022 
. . . . . . . . . . .  

• 9978 1.0076 
. . . . . .  

1.0000 1.0000 

1.0034 

1.0141 

NC 

1.0000 

35,000 + 

1.0030 

1.0025 
_ 

I .0O45 

.9967 

1.0029 

1.0039 1.0028 

1.0115 1.0016 

NC NC 

1.0049 .9984 
• _ . . . . .  

1.0230 1.0193 .9916 
L 

NC - Not Calculated 
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T a b l e  3 - O b s e r v e d  v a l u e s  o f  [ V { D , ~ . x , ( p } )  / Q { D , L { p ) ) ] ~ 2  

where p is the NHIS estimate of the proportion of 
the population in the domain of study with a specified 
health characteristic. 

Domain 
of 

Study 
. . . . . .  

U.S. 

N.E. 

M.W. 

South 

Excellent 

Health Characteristic 

1.0149 
. .  

West 

Females 
• . 

Blacks 
. . . . . . .  

Age 65 + 
. - 

Below Poverty 
i . . . . . . . . . . . .  

Female South 
. . . . . . . . . . .  

1.0000 
. . . . . . . . . . . . .  

1.0000 
. . . . . . . .  

.9941 
. . . . . . . .  

.9982 

.9956 
. 

.9972 

Blacks South 
. . . . . . . . . . . .  

Health Status 
. . . . . . . . . .  

Very Good Good 
. . 

.9950 

1.0023 

1.0074 
. 

1.0000 

.9972 

1.0000 
_ 

.9956 

One or 
• . More 

Fair Poor Bed Days 
. . . . . .  

1.0034 1.0086 1.0096 
. . . .  

1.0170 1.0136 .9929 
. . . . . .  

1.0052 1.0058 1.0102 
• 

1.0000 .9988 1.0000 

1.0015 1.0018 .9955 
. . . . . .  . , 

1.0030 1.0051 1.0093 
. . . .  

• . . 

• 9953 .9978 I .0101 
. . . . . . .  

1.0000 1.0077 1.0000 I .0065 

1.0000 1.0000 1.0000 .9958 
• 

• . ,. 

1.0000 .9965 .9944 1.0000 
. . . .  

.9948 .9946 .9984 1.0047 

1.0000 .9939 
.. 

I .0000 .9942 
. . . | 

.9965 

.9966 1.0000 
. . . . . . . . .  

1.0000 

1.0000 
. . . .  

1.0000 
• 

., . 

.9956 

I .0000 
. . . . . . .  

1.0000 

• 9932 .9987 
. . . . . . .  

One or 
More 
Doctor Visits 

. . . . . . . .  

1.0000 
• 

I .0027 

One or More 
Hospital 
Days 

_ 

1.0000 

I .0055 

.9972 1.0000 
• 

.9972 1.0000 
. . . . . . . . . . . . . . . . . . . . . .  

1.0000 .9981 

1.0000 
• 

1.0134 
. . . . .  

.9974 
. 

1.0020 

1.0000 
. . 

I .0052 
..... 

1.0000 
. . . . . . . .  

I .0034 
- .  

I .0056 
• 

I. 0071 
. . . .  

.9977 
. . . . .  

I .0025 
• 

_ _ 

T a b l e  4 - O b s e r v e d  v a l u e s  o f  [ Q { D , L x , { p ) )  / 
^ 

where p is the HHIS estimate of the proportion of 
the population in the domain of study with a specified 
demographic attribute. 

Domain 
of 

Study 

N.E. 

M . W .  

South 

West 

Poverty 

Females South 
. . . . .  

Blacks South 

Race (Black) 

1.3190 
_ _  

1.4432 

I. 7857 

1.1446 

1.4177 

I .6957 
..... 

Sex (Male) 

1.1667 
. 

1.1915 

1.3784 

1.1356 

1.1963 

1.4557 
. . 

Demographic Attribute 

< 17 
m 

1.1744 

I. 1 250 

1.1964 

I .0784 
• 

I .3238 

1.1935 
. , 

18-44 

1.1197 

I. 1772 

I .3676 

I .0761 

1.3136 

1.3239 

I .4021 
. . . . .  

Age 

45-64 

I .0405 
. 

1.3636 
. . . . .  

1.1940 
. . . . . .  

1.3137 

I. 1522 

I .1045 

I. 2500 

I .500 

65 + 

.9839 
. . . .  

I. 1897 

I .3061 

I. 1 781 
. . . . .  

I .2051 

1.3621 

I .8462 

4 1 6  



Table 5 - Observed values of [V(O,~.~,(p)) / Y(D,f.(p))]~ 

where p is the NHIS estimate of the proportion of 
the population in the domain of study with a specified 
socio-economlc attribute. 

Domain 
of 

Study 
_ _ _ . . 

U.S. I .1091 
i. - . . -  _ _ _ _  _ 

N.E. I .0076 

M . W .  

South 

West 

Females 

Blacks 

Age 65 + 

Females South 

Blacks South 

Socio-Economic Attribute 
. . . . . . . . . . . . . . .  

Household Income 

Below Poverty <10,000 10,000-20,000 20,000-35,000 

I . 1132 I. 0526 .9429 
. . . . . .  -. 

I .0000 .9111 .6732 
. , . . . . . . .  .. . . . . . . . . .  . , . .  

1.0000 I. 0088 I . 1154 I .0388 
.- . . . . . . . .  - . . . . . . .  - - 

i 
I. 1474 I . 1188 I. 021 3 I .0777 
. , .. - , - .  . . . . . . .  - 

I. 0305 I .0380 I .0537 I .0268 
. . . . . . . . . .  - _ . . 

NC 1.1017 1.0161 .9577 
. . . . . . . . . . . .  

NC I . 1105 I .0400 I . 1325 
. . 

I • 1 325 NC NC NC 

NC I .0952 .9725 I .0481 

NC I . 1492 I .0330 I . 1535 

35,000 + 

1.0123 

.9016 

1.0316 
• . 

I .0227 
i . 

I .0152 
. 

1.0000 

I .0299 

NC 

I .0154 
. 

.9942 

NC - Not Calculated 

Table 6 - Observed values of [Q(D,L~,(p)} / Q(D,L(p))]~ 

where p is the HHIS estimate of the proportion of 
the population in the domain of study with a specified 
health characteristic. 

Health Characteristic 

Domai n 
of 

Study 
. . . . . . .  

U.S. 

N . E .  

M . W .  

.. 

South 
. . . . . . . . . . . . . . .  

West 
...... 

Femal es 
. , 

Blacks 

Age 65 + 

Below Poverty 
. . . . . . . . . . . . . . .  

Female South 

Blacks South 

Excellent 

1.1053 
. 

.9549 

I. 1250 

I. 0865 

I. 1077 

I .0781 

I .0956 

I .0345 

I .0902 
. _ . 

I .0496 

1.1105 

Health Status 
. . . . . . .  

Very Good Good 

I .0227 I. 1064 
, . 

I .0430 I .0000 

I .0500 I .0851 
. . . . .  

I • 0000 I . 1707 

1.0104 I .0638 

1.0000 I .0893 
. 

1.0317 1.0786 
_ 

I .0220 I .0204 
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