The common theme of the papers in this session is that of editing, weighting, and nonresponse imputation. A good overall paper on editing and imputation is provided by Fellegi and Holt (1975). The basic theme of their paper is that one should determine what analysis will be performed, determine what data and accuracy are required in the data to allow proper analysis, and design the editing system to assure sufficient accuracy in the data to allow adequate analysis.

The paper of Czajka describes a methodology for evaluating an existing edit/imputation procedure that is used by the Statistics of Income Division of IRS. The basic idea appears to be that of drawing a sample of records to receive full-scale edits on major fields of interest and use the fully-edited records as donor records for those records that will receive partial edits. I perceive the basic difference between full-scale and partial edits as being the amount of manual review. If this is the case, then such a strategy is a well-conceived method of reducing the primary cost of long-term edits, that of manual review.

My chief criticism of this paper is that it needs more background description so that the reader can better follow what appears to be a thorough, well-conceived analysis. As edit/imputation strategies, by their very nature, are data-base specific, a more complete description of the analyses to which the data are subject, the key characteristics of the data base, and the problems that the edits are designed to solve is needed. Without the description, I find it difficult to understand why a strategy of allowing two donor records (from the fully-edited ones) per 20 recipient records (from the partially-edited ones) is sound. If the imputation classes are relatively homogeneous and only aggregate totals (not relationships of such totals) are being considered, then such a strategy might be adequate.

The conclusion that preselection of items for editing needs to be improved is strongly supported by the analysis presented. This would seem to necessitate a separate project to evaluate the original edits. Also, the strategy of substituting group means (within properly defined groups) is sound.

The first need, however, is determining better methods of preselection. The major costs of such an undertaking involve the cleanup and validation of the data base. After cleanup, evaluation of imputation using both a modified hot deck procedure and group means can be performed. If the stratification strategy is sound (i.e., imputation groups are relatively homogeneous), then either hot deck or group mean substitutes for manual review.

The paper of Huang presents a methodology for nonresponse adjustment. The authors currently fit under the assumptions of complete independence. As there are three sets of constraints, they can also consider fitting under various conditional independence assumptions as in Bishop, Fienberg, and Holland (1975). By modelling the data and the weighting adjustment more efficiently, they may be able to determine better methods of nonresponse adjustment.

I suggest that the authors provide a more complete description of what are the "reasonable" properties that assure convergence of the iterative fitting (RRE) procedures. Due to the fact that the overall analysis is still incomplete (i.e., the RRE was not allowed a sufficient number of cycles to determine if and to what it converges), the authors have made no compelling argument for preferring RRE or GLS. They might consider developing a number of situations in which one or the other is to be preferred. For instance, GLS requires computation of variance-covariance matrices. Much computation is involved in obtaining them and such matrices can be quite unstable (different samples yield different results).

The measures discussed (raking ratio, maximum likelihood estimation), MC (minimum chi-square), and MD (GLS), used in evaluating the fitting in the RRE and GLS procedures will often yield...
similar results. In the complete-data situation presented here, MA and MB will yield the same limiting distribution. To a first order of approximation (using Taylor expansions), MD will agree with MA. Thus, to obtain situations in which MA and MD can distinguish between various limiting distributions, the authors will have to allow their procedures sufficient time (given successive supremum differences of at most 0.01) to converge.
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