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O. Introduction 

The Census of Construction (COC) is an annual survey 
conducted by Stat is t ics  Canada. Among other  things, it 
es t imates  expenses in the construct ion industry in 
Canada. Even though the survey is called a census, only 
large firms are completely enumerated  (they are mailed 
a long questionnaire to get both financial and non-  
financial information). For small firms, adminis t ra t ive  
records are used both as a f rame and to get 
information.  Two strat i f ied samples of small f irms are 
se lected from overlapping frames,  to get  basic 
information on the firms. Then two s t ra t i f ied sub- 
samples are selected independently from one of the 
samples, to obtain additional financial and non-financial 
information.  More details  about the design can be 
found in [3]. 

Two s t ra tegies  could be used to es t imate  tota ls  for 
variables eol leeted in the sub-samples. One approaeh 
would be to weight the records. This would necess i ta te  
the  calculat ion of different  weights (at least  one 
associated with each sub-sample, one associated with 
the  sample). Another  s t ra tegy could be to impute the 
appropriate missing data segments  for records selected 
into the initial samples but not into the sub-sample(s). 
This approach creates a "rectangular" sample file that 
can then be weighted up to the population level, using 
one weight only. This strategy of "mass imputation" is 
the one currently used by the survey. 

The purpose of the study is to compare the es t imates  
obtained using the imputat ion s t ra tegy  to the ones tha t  
could be obtained if a weighting s t ra tegy were used.  

1. Simulation 

A simulation study was done to compare the weighting 
and the imputat ion s t ra tegies .  The simulat ion 
reproduced the steps of the survey (the sample design, 
the  imputat ion and the estimation),  but in a simplified 
manner.  Only one of the sub-samples i.e. the financial 
sub-sample, was studied for this simulation. 

The study was res t r ic ted  to unincorporated businesses, 
(a subset of the real  population of unincorporated and 
incorporated businesses) due to pract ical  reasons (the 
sample design for the incorporated businesses will be 
changed next fiscal year  and will become similar to the 
one used for unincorporated businesses). It is hoped 
tha t  the findings would be similar for the population of 
incorporated businesses. 

The simulation has been done on a reduced real  
population, namely the records selected in the financial  
sub-sample for the fiscal year  1983. For tha t  
population, a value is present  for every variable tha t  is 
col lected in e i ther  the sample or the financial sub- 
sample. The simulation population size is 
approximately  5 000 records. A s t ra t i f ied sample of 
1 300 records has been drawn from that  population 
(using approximately  the same sampling fract ions 
within the s t r a t a  as are used in the survey). For the 
non-sampled records the variables of the financial sub- 
sample were blanked out. The sampled records were 
kept intact .  The ent i re  file (sampled and non-sampled 

records) was run through the imputation system. For 
the non-sampled records, the variables of the financial 
sub-sample were imputed. Estimates using the imputed 
values were computed and compared to weighted 
estimates. (More details about the weighted estimates 
are presented in section 3). 

The process of select ing the sample, imputing the 
missing data  and calculat ing es t imates  was repeated 30 
t imes.  

2. Imputation 

A brief overview of the imputation procedure of the 
COC is given here. More details can be found in [2] or 
[6]. 

The COC imputation strategy uses a "nearest 
neighbour" approach, within a "deck" of potential 
donors. More precisely, the file is sorted by stratum 
(geographical and classification variables). Within each 
stratum, the file is also sorted by income. For each 
candidate record 1, a deck of ten "potential" donors is 
found (the five donors before the candidate on the file, 
and the five after). A pre-defined distance function 
then determines which of the ten potential donors is the 
nearest neighbour (that is, has the smallest distance to 
the candidate). The imputed values are the values of 
the nearest neighbour, adjusted by the ratio of an 
auxiliary variable (which is present for both the donor 
and the candidate). This is actually a simplification of 
the real procedure. More details can be found in [6]. 
The variables are imputed in a certain order in order to 
insure that the edits constraints will be satisfied. 

Following the imputation, estimates of characteristics 
were generated by summing over both the imputed and 
non-imputed data. 

3. Weighting 

Three weighting procedures were considered for this 
study: a simple weighting estimate, where the weight 
is the inverse of the probability of selection, a ratio 
estimator and a regression estimator. For the ratio and 
the regression estimators, the auxiliary variableused is 
the same as that used in the imputation procedure. 
Formulas for the different estimates are given in 
Appendix 1. The variances of the weighted estimates 
are straightforward. T h e y  are also presented in 
Appendix I. 

The variance of the estimate obtained after the mass 
imputation is not as easy to derive. However, if one 
makes the assumption that imputing the nearest 
neighbour and adjusting by the ratio of an auxiliary 
variable is approximately equivalent to imputing and 
adjusting by the mean of the stratum, then the variance 
of the estimate obtained after imputation is equal to 
the variance of ratio estimate. The simulation will test 
t]3at hypothesis. 

4. Results  

There are seven variables col lected in the financial  sub- 
sample. Four of the variables have been studied: 
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ADD: Additions to fixed assets,  
BEN: Employee benefits, 
DEB: Bad debts, 
RM: Repairs and maintenance. 

The distributions of these variables are presented in 
Table 1. The variables are all skewed with a peak at 
the zero value, with the exception of repairs and 
maintenance, for which a zero value was considered 
invalid. 

T he  variables used as auxiliary variables are different 
types of expenses. These variables are obtained from 
the information collected for the entire sample. More 
information on these variables can be found in [6]. 

For the mass imputation approach as well as for each of 
the weighting techniques, es t imates  of totals  have been 
calculated. Table 2 presents the true population 
value (Y), and the different es t imates  of totals  obtained 
by the various est imators (Y) (average over the 30 
replicates). From the 30 replicates,  an es t imate  of the 
standard deviation (s) and of the bias (Y-Y) of the 
es t imates  were also calculated.  Tests were performed 
to see if there  were significant differences between the 
es t imates  and if any of the es t imates  of bias were 
significantly different than zero. Before comparing the 
es t imates  however, the variances were tes ted  to 
determine if they were equal. The hypothesis of equal 
variances was rejected for BEN, because of the 

var iances  of the ratio and regression est imates .  Their 
high variances are mainly due to the distribution of 
the auxiliary variable used with BEN. That auxiliary 
variable was often zero with a few very small positive 
values. In cer ta in  s t rata ,  a "bad" sample can give a 
very small non-zero denominator which can result  in an 
excessive increase in the es t imate  of BEN. Because the 
equality of variances was re jected for BEN, Welch and 
Brown-Forsythe stat is t ics were computed. These tes t  
the equality of the es t imates  when variances are not 
assumed to be equal. The es t imates  were not found to 
be significantly different.  For the three  other 
variables, (ADD, DEB, RM) an ANOVA resulted in no 
significant differences between the est imates .  The one 
exception was the ratio es t imate  of ADD, which was 
significantly underest imating the t rue value, compared 
to the other  techniques. In terms of bias, only the ratio 
es t imate  has a significant bias, and only for the 

variable ADD. So, for the variables studied, weighting 
by the inverse of the probability of selection and mass 
imputation seem to be equivalent s t ra tegies  to 
compensate for non-sampled records. Regression 
es t imates  may be used for some of the variables, but 
with caution (as demonstra ted by the variable BEN). As 
for the ratio es t imate ,  it is biased for ADD and 
overes t imates  the variance for BEN. The 
approximation of the imputation variance by the 
es t imate  of the variance of the ratio es t imate  appears 
to be a good one, but not  f o r  a l l  v a r i a b l e s .  

Because there  did not seem to be significant 
differences between es t imates  obtained by weighting by 
the inverse of the probability of select ion and 
imputation, it was decided to evaluate more closely the 
imputation itself and try to see how the imputation 
"affected" the data.  D i f f e r e n t  coefficients  of 
correlation were calculated, before and after t ne  
imputation, to see if the imputation changed the 
correlational structure. 

Coefficients of correlations were calculated for each 
replicate.  Fisher's transformation [5] was applied to 
the coefficients.  Table 3 presents the results. Even 
though many of the coefficients of correlat ion are 
significantly different (usually higher) af ter  the 
imputation, only one (between RM and its auxiliary 
variable) showed a substantial increase. This could be 
explained by the fact  that  the variables are imputed in 
a part icular order. Under the ordering algorithm, RM is 
often the last variable imputed. Because of the edit 
constraints and of the imputation procedure , RM is 
more confined into a model, and the correlat ion is 
increased because of that.  

5. Conclusions 

Weighting by the inverse of the probability of selection 
and doing mass imputation of non-sampled records 
appear to be equivalent s t rategies  for the variables in 
this study. The est imates  and the es t imates  of 
variances were never significantly different.  Also, 
n e i t h e r  technique showed a significant bias. There 
could be various reasons for choosing one s t ra tegy over 
ano the r .  For example, in the actual COC survey 
design, two sub-samples are selected independently. 
Under weighting adjustments, cross-tabulations of 

TABLE I 

DISTRIBUTION OF THE STUDIED VARIABLES 

ADD 0 1-500 501-1000 1001-1500 1501-2000 2001-2500 2501-3000 3001-3500 3501-4000 4001-4500 4501-5000 5001* 

Freq. 3132 185 172 107 81 72 58 58 65 47 43 719 

BEN 0 1-100 101-200 201-300 301-400 401-500 501-600 601-700 701-800 801-900 901-1000 1001+ 

Freq.  4009 51 47 42 51 37 41 37 39 31 25 329 

DEB 0 1-100 101-200 201-300 301-400 401-500 501-600 601-700 701-800 801-900 901-1000 1001+ 

Freq. 4301 45 44 40 22 33 18 12 14 11 18 181 

RM 1-500 501-1000 1001-1500 1501-2000 2001-2500 2501-3000 3001-3500 3501-4000 4001-4500 4501-5000 5001+ 

Freq. 2065 829 454 272 184 136 106 79 88 49 477 
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TABLE 2 

ESTIMATES OF TOTALS, FOR THE STUDIED VARIABLES 
(average over 30 REPLICATES) 

POPULATION WEIGHTED RATIO REGRESSION 
(true value) 

IMPUTATION 

ADD .(x 1000) 

$ 

14,127 14,343 12,397"* 14,028 

1,111 ,852 1,104 

216 -1,730"* -99 

14,056 

1,149 

-71 

BEN (x 1000) 

Y 

S 

1,210 1,183 1,572 1,232 1,213 

118 1,427" 379 145 

-27 362 22 3 

DEBTS (x 1000) , .  

$ 

(~-~ 

833 844 858 824 829 

139 147 141 101 

11 25 -9 -4 

RM (x 1ooo} 

S 

(~-~ 

10,571 10,564 10,666 10,466 10,433 

452 411 504 487 

-7 95 -105 -138 

* significance level = 0.05 
** significance level = 0.01 

TABLE 3 

COEFFICIENTS OF CORRELATION 
BEFORE AND AFTER IMPUTATION 

Variables 
Coefficients 

of Correlation 

ADD with WADD BEN with SAW DEB with EXP RM with EXP1 

P 
.288 .378 .178 .481 (Population) 

^ 

(30 REP.) .324 .394 .176 .633 
(After Imputation Mean) 

~. (30 Rep.) 
(Transformed Mean) .336* .419" .178 .744* 

Z 
(Transformed Pop. Value) .299 .398 .180 .523 

Variables 
Coeffieients 

of Correlation 

ADD with RM BEN with RM DEB with RM BEN with DEB 

0 
(Population) 

^ 

P (30 REP.) 
(After Imputation Mean) 

Z (30 Rep.) 
(Transformed Mean) 

Z 
(Transformed Pop. Value) 

.423 .080 .053 .068 

.378 .080 .077 .065 

.398* .080 .077* .068* 

.451 .080 .053 .065 

* significantly different a = .05 
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variables from the two sub-samples, would generally 
give inconsistent marginal totals. This problem could 
be solved by raking on the variables. However, the 
process may become cumbersome if raking must be 
carried out for every cross-tabulation. Mass imputation 
remedies the problem by creating a complete file, from 
which all tabulations would necessarily be consistent. 
In the COC case, the hierarchical manner in which the 
imputation is done increases the correlation between 
certain variables. The imputation strategy can allow 
more flexibility in the model imposed On each variable 
(as opposed: to weighting-by the inverse of the 
probability of selection, where every variable gets the 
same weight). On the other hand, variance estimates 
are more easily calculated under a weighting strategy. 
In addition, developing a weighting system often 
requires fewer resources than developing an imputation 
system. 

For this study, the ratio or the regression es t imators  
did not seem to improve the es t imates  (over weighting 
by the inverse of the probability of selection). For 
some variables they yielded inferior results (biased 
est imates ,  increased variances). Their use for 
es t imating totals  is not always to be recommended.  
Since the mass imputation and the weighting lead to 
similar es t imates ,  the choice between them will in 
practice be dictated by resource constraints, 
the number of records to be processed, and the 
type of information required. 

NOTE 

I. A candidate is defined as a record that requires 
imputation either due to missing values or to edit 
failures and a donor, as a record that does not need 
imputation. 
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A P P E N D I X  1 

Notation 

Y : variable of study (imputed) 

X: auxiliary variable (present for both the donors 
and the candidates) 

h : s t ra tum 

N : population size 

N h : 

n h : 

2 
S : 
Yh 

2 
s : 
x h 

S 
YX h 

population size in s t ra tum h 

sample size in s t ra tum h 

es t imated  variance of Y in s t ra tum h 

es t imated  variance of X in s t ratum h 

: es t imated  eovarianee between Y and X in 
s t ra tum h 
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The three weighted estimates can be expressed as: 

weighted: 

,, N h n h 
Yw: z ~- z 

h h j = l  Yjh 

ratio: 

n h 
z Yjh N 

" : z ( j : l  ) x ( z h 
YRAT h znh j=l xjh) 

j=l Xjh 

regression:  

N h 
: z Rh x ( z Xjh ) 

h j=l 

2 

^ N h 
v (YRAT) : z -'-z (N h - n h) x 

h n h 

2 ^ 2  2 

(Sy h + R h Sx h - 2R  h Syx h 

2 

" Nh (Nh - nh) x 
V (YREG) = z "--z 

h n h '(nh 2) 

2 

Syx h 
((n h i) - "-r-'-) " 

- Sy h sxh 

For  the  imputa t ion  technique,  if it is assumed that  

where:  

n h 
: z N h ( z Yjh + bh x 

REG h j=l nh 

N h Xjh n h Xjh) 
( ~ .  - ~. ) 
j=l Nh j=l nh 

Yd 
Yc = - -  * Xc 

jh Xd jh 

m 

Yh , 
"- Xh xcjh 

where e: subscript to represent a candidate record 
d: subscript to represent a donor record, 

m 

nh (Yjh - Yh ) (xjh - Xh ) 
b h = z n h _ 2 

j=l z (xj - Xh) 
j=l h 

The imputed e s t i m a t e  is simply: 

N ^ 

= Z y j .  YI j=l 

The var iance  of the  e s t ima te s  can be expressed as 

follows" 

( N h - n )  
v (Yw) = z N h h 2 

h nh syh 

then, 

YI N n h N h = z y j = z  ( z  +z  ) 
j=l h j=l Yjh J=nh+l Ycjh 

n h 

Z: Yjh N h Xjh ~ 
= z NH (J=1 ) x ( z 

h z nh xj j=l Nh ' 
j=l h 

and so, 

v (Y i) ~ v (YRAT) . 
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