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ABSTRACT

Consider a random response sampling plan where
a respondent answers "yes" or "no" to a sensitive
question Q: "Do you belong to group A?", or to the
complementary question Q€. The problem is to
estimate the proportion of the sampled population
who belong to group A. The information is elic-
ited by asking each individual to choose question
Q or Q€ by using a chance mechanism where the
probability of choosing the question Q is p. We
consider a Bayesian approach to choosing the value
of p when n individuals are to be interviewed.

1. INTRODUCTION

We consider a problem in survey sampling where
individuals are asked a sensitive question. If
the individuals feel that answering could be used
to their disadvantage they may choose not to re-
spond. Randomized response sampling is an attempt
to overcome such a nonresponse problem. For the
mathematics and application of several randomized
response sampling plans see Horvitz, Greenberg
and Abernathy (1976), Greenberg, Kuebler, Aber-
nathy and Horvitz (1971), Campbell and Joiner
(1973). The original randomized response plan is
due to Warner (1965). A Bayesian approach to
Warner's randomized response model is considered
by Winkler and Franklin (1979). In Warner's model
a respondent answers "yes" or "no" to a sensitive
question or to the complement of the question.

For example, let group A be the population of
women who had an abortion. Let question Q be

"Do you belong to group A?" then the complementary
question Q€ is "Do you belong to group AC?" where
AC is the population of women who did not have an
abortion. The information is elicited by asking
each individual to choose question Q or Q¢ by
using a chance mechanism where the probability of
choosing the question Q is p. This method assures
the highest degree of confidentiality if p = 1/2
and as p > 0 or p + 1 the degree of confidential-
ity diminishes. The problem of interest is to
estimate the proportion of the sampled population
who belong to group A. We will denote this pro-
portion by .

In sampling surveys where randomization is not
used the individuals interviewed are asked the
question A and are given the opportunity to not
respond if they wished to do so. It is assumed
that if an individual chooses to respond then he/
she does not falsify his/her answer.

We consider a Bayesian approach to choosing the
value of p in the randomized response plan. The
value of p is chosen by comparing the Bayes risks
of the estimators of w under the randomized and
voluntary response plans. The loss functions is
taken to be the quadratic loss function

Llm, t(D)] = [n-t(D)1?

where t(D) is the estimator of 7 based on data D.
We take the prior distribution of m to be a Beta
distribution and find the smailest value of
p(1/2<p<1), say pgs such that the Bayes risk of
the estimator of m under the voluntary response
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model is greater than the Bayes risk of the esti-
mator of m under the randomized response plan.
Then, it is more advantageous to use the random-
ized response plan when the p value is taken to
be greater than pg.

2. BAYES RISK

We first consider the voluntary response model.
The question Q is asked to n individuals who are
chosen at random.  Suppose we have n_ 2 non-
respondents and n_y.respondents among whom niq
answered yes and npy answered no. Clearly each
individual belongs %o one of the four mutually
exclusive and exhaustive categories: (respond,
belong to group A), (do not respond, belong to
group A), (respond, do not belong to group A),
(do not respond, do not belong to group A). Let
811» 612, 621, 622 denote the probabilities of
the four categories above respectively.

A mathematically tractable choice of the joint
prior distribution for 6 = (0171,812.821,022) is
the three-variate Dirichlet distribution with
parameters a;qs a195 2515 295-

F(897587128975022| 21752122271 982) =
P(Z 2;5)
i To aij'1
TT(a,.) s: 13
iy W0
if 8,. >0, 2 6,. =1 and zero elsewhere {Wilks,
ij ij
1962). An important consequence of taking a

Dirichlet prior distribution for 6 is that
=0yt Byps Iy = 899/(03y * 8pp)s

Zy = 8p1/ (8 * 83p)

are independently distributed and

1 ~ Beta (o,B), Z; ~ Beta (a11,a]2),

22 ~ Beta (a2],a22)
where a = ay) + aj2, 8 = ap] + agp. Moreover
8.1 =611 + 621, Wy = 811/(817 + 827), Wo = 812/

(é]g + 822) are independently distributed and

8.1 ~ Beta (a 1, a,2), W ~ Beta (ar1.a21), W2 ~

Béta (a]%,aﬁg) where a_} = ay] +ap], a,2 = a2
f

+ ano. -Beta (a,b) where a > 0, b > 0, the
probability density function of X is

_ T'(ath) a-1 ,,__yb-1
folx] a:b) = ey X7 O x)

if O<x<1 and zero elsewhere.
Gunel (1985), obtained the Bayes risk py under
the voluntary response sampling model
*
o, = Alu(a*1) + (20+1)E(n]) + E(n] ?)
2 * *2
+E[n.2(n.2+a'2)]v(w2)] -Blo +2aE(n1.)+E(n]. Y]

where



S /‘{- ===
8.5 8.7 2.8 9.9 1.8
P
LEGEND: KEY  ----f ——2
1. n=20 2. n=50
E(e ;) = .2 v(e ;) = .0051
E{r) = .333 V(=) = .0071
E(Nl) = .333 V(Wl) = .0317
E(W,) = .333 V(W,) = .0088
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*
ny, =y ton plagp/ay)

and
A= ] B = ]
(n+org) (n+a+g+1) (n+o+8)2

E(ny ) = n E(6; JE(H,)+n[1-E(e 1)1 E(W,)

ELn ,(n y*a ,)] = n(n+o8)[V(s {)+[1-E(e 1)1°]
E(n, "%) = C E (W)E(® ;) + D EZ(HER(s )
J1-E(e 1)1 E(W,)

+ E2(W,)(n2+ C E (W) E(e 1) + D EZ(ky) E%(6 )
+C [1-E(W)] E(o ;) + D [1-Ew)1% E2(6 )

- an® E(e ) +20 E(W))E(e 1) [1-E(W)I01-E(e {)])
_ n(n-1) (ep)

+ 20 E(Wp) E(e ,

n({nta+g)

in Wh'ich C = W— D a+6+
N L

E(5; ) = a 1/(a*8), V(o ) = —1 =2

’ ) : (at+B)2(atB+1)
E(W) = app/a 4

dqnad
) _ %
E(Wy) = aqp/2 55 V(W) = o )
A

In the randomized response model, each in-
dividual answers the question Q or Q€ where the
probability of choosing the question Q is p.
Without Toss of generality it can be assumed that
p > 1/2. Suppose we have n individuals resulting
in r “yes" answers. Gunel (1985), obtained the
Bayes risk PR by taking a Beta {(a,B) prior dis-
tribution for =.

og = Alalot1) + (2a+1) E(ny ) + E(n% )]
-8 to? + 2aE(ny ) + Epp [ES(ny [norop)D)
where

E(n; ) no/(a +8)

E(n2 ) = [n(ntos)as/ (a+8)? (o)) JonZe?/ (avg)?
Er|n[E2("1 Ir,n,p) =

[z "1 fsb(n] la,B,n)f(r|n, SNy ,p)]

n n
b 1.7°
rso n
L fsb(n1.‘a,B,n)f(rln,n]',p)
ny =o
min(r‘,n.l ) Ny n-m
f(rln:n] ’p) = b ) ( ') ( . .)
: jmwuomqwm.)J r-J

pn-n]‘-r+2j (]_p)n]_+r-2j

and
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+ a, n-n, * B)

B{a,R)

n\ B{(n
- 1.
fsb(n]"asssn) "'( )
M.

in which B(a,b) = I'(a)r(b)/r{(a+b).

3. CHOOSING THE VALUE OF P

Since under both models 7 ~ Beta (a,8) a
priori, we can compare the Bayes risks (with re-
spect to the beta prior) of the Bayes estimators
of w under the voluntary and randomized response
plans. We may examine the behavior of R = py/pR
as a function of p under various prior opinions.
It can be shown that R is an increasing func-
tion of p and for a given value of p, R is a
decreasing function of the prior expectation of
8 ] the probability of responding under the
voluntary response model.

Let us define pg as follows: R>1 if p>pg.
Then po is the smallest value of p for which the
randomized response plan is superior to the
voluntary response plan. To find pg, one has to
plot R versus p. As an illustration consider the
case where a1 = 2, a2 = 8, a2y = 4, azp = 16,
then o = 10, B = 20 and we have these fo110w1ng
prior expectations and variances: E(6.1)=.2
E{m) = E(W1) = E(Wp) = .333, V(o.q9) = .0051,
V(r) = .0071, V(W) = .0317, V(Wz} = ,0088. We
plot R versus p for n = 50 and n = 20. From the
graph we see that when n = 50 we have po = .66
and for n = 20 we have pg = .7.
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